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Copyright Notice

The material in this document is the intellectual property of MICRO-STAR
INTERNATIONAL. We take every care in the preparation of this document, but no
guarantee is given as to the correctness of its contents. Our products are under
continual improvement and we reserve the right to make changes without notice.

Trademarks
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Intel® and Pentium® are registered trademarks of Intel Corporation.
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marks of NVIDIA Corporation in the United States and/or other countries.

PS/2 and OS®/2 are registered trademarks of International Business Machines
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Windows® 98/2000/NT/XP/VISTA are registered trademarks of Microsoft Corporation.
Netware® is a registered trademark of Novell, Inc.

Award® is a registered trademark of Phoenix Technologies Ltd.

AMI® is a registered trademark of American Megatrends Inc.
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Technical Support

If a problem arises with your system and no solution can be obtained from the user’s
manual, please contact your place of purchase or local distributor. Alternatively,
please try the following help resources for further guidance.

Q vVisit the MSI website at http://global.msi.com.tw/index.php?
func=service for FAQ, technical guide, BIOS updates, driver updates, and
other information.

Q Contact our technical staff at http://ocss.msi.com.tw.



Safety Instructions

o=

Always read the safety instructions carefully.

Keep this User’'s Manual for future reference.

Keep this equipment away from humidity.

Lay this equipment on a reliable flat surface before setting it up.

The openings on the enclosure are for air convection hence protects the equip-
ment from overheating. DO NOT COVER THE OPENINGS.

Make sure the voltage of the power source and adjust properly 110/220V be-
fore connecting the equipment to the power inlet.

Place the power cord such a way that people can not step on it. Do not place
anything over the power cord.

Always Unplug the Power Cord before inserting any add-on card or module.
All cautions and warnings on the equipment should be noted.

Never pour any liquid into the opening that could damage or cause electrical
shock.

If any of the following situations arises, get the equipment checked by service
personnel:

The power cord or plug is damaged.

Liquid has penetrated into the equipment.

The equipment has been exposed to moisture.

The equipment does not work well or you can not get it work according to
User’s Manual.

» The equipment has dropped and damaged.

» The equipment has obvious sign of breakage.
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12. DONOT LEAVE THIS EQUIPMENT INAN ENVIRONMENT UNCONDITIONED, STOR-

AGE TEMPERATURE ABOVE 60°C (140°F), IT MAY DAMAGE THE EQUIPMENT.

CAUTION: Danger of explosion if battery is incorrectly replaced.
Replace only with the same or equivalent type recommended by the
manufacturer.
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For better environmental protection, waste batteries should be
collected separately for recycling or special disposal.



FCC-B Radio Frequency Interference Statement

This equipment has been
tested and found to comply
with the limits for a Class B C € 0 N 1 996
digital device, pursuant to Part
15 of the FCC Rules. These limits are designed to provide reasonable protection
against harmful interference in a residential installation. This equipment generates,
uses and can radiate radio frequency energy and, if not installed and used in accor-
dance with the instructions, may cause harmful interference to radio communications.
However, there is no guarantee that interference will not occur in a particular
installation. If this equipment does cause harmful interference to radio or television
reception, which can be determined by turning the equipment off and on, the user is
encouraged to try to correct the interference by one or more of the measures listed
below.

» Reorient or relocate the receiving antenna.

» Increase the separation between the equipment and receiver.

» Connect the equipment into an outlet on a circuit different from that to

which the receiver is connected.
» Consult the dealer or an experienced radio/television technician for help.

Notice 1
The changes or modifications not expressly approved by the party responsible for
compliance could void the user’s authority to operate the equipment.

Notice 2
Shielded interface cables and A.C. power cord, if any, must be used in order to
comply with the emission limits.

VOIR LANOTICE D’'INSTALLATIONAVANT DE RACCORDER AU RESEAU.

Micro-Star International
M S-9665

This device complies with Part 15 of the FCC Rules. Operation is subject to the

following two conditions:

(1) this device may not cause harmful interference, and

(2) this device must accept any interference received, including interference that
may cause undesired operation.



WEEE (Waste Electrical and Electronic Equipment) Statement

To predeci (he pholal environmend and as an environmenialisi, MST mnsi remind you thai...

Under (he Ewrepean Union ("EUY) Dircetive on Wasie Eleetrical and Electronic Equipment, Directive
MR/, which takes effect on August 13, 2005, products of "electrical and electronic equipment™ cannot be
discarded as municipal waste anymore and manofacturers of covered electronic equipment will be obligated to
(ake back such producis at the end of (heir wsefwl life. MST will comply with ihe prodluel lake back
reguicements al the end of life of MS1-branded producis thal are sokl inte the EU. You can return these
products to local collection points.

Hinweis von MST zur Erhaliung und Schulz unyerer Umwell

Gemib der  Richilinkie  2002/%6/EG  abher Elchiro- und  Elckironik-Aligerite  diicfen  Elckire- und

Ekekironik-Altgerite nicht mehr als kommuonale Abfille entsorgt werden. MSI hat enropaweit verschiedene

Sammel- und Recyclingunternshmen beauftragt, die in die Borepiische Union in Yerkehr gebrachten Frodukie.

am Ende seines Lebenszykluy zuriickewnehmen. Bille enlsergen Sie dieses Produki zum gepebenen Zeiipunkl
hlicsslich an cincr Alger Isicllc in [hrer Nahe.

En (anl qu’écologizie el alin de prodéper Ienvironnemend, MS1 liend $ rappeler cech..

Aw swielt de 1a dircetive curopéenne (EU) relative aua déchets des éguipement flecirigues et flectronigues,
directive 2M2/9%/EL, prenant effer e 13 andt 2005, gue  les produits électrignes et électronigues ne peavent
&tre déposes dans les décharges ou toat simplement mis 4 la ponbelle. Les fabricants de <es équipements seront
ubligés &k récupérer cerlaing produils en lin de vie. MST prendra o comple celle exigence relalive au retour dey

produits en fin de vie au scin de la & curnp Par conséq vous pouvez celowrner hcalement
ces atériels dans les points de collecte.
K MSI /] [ "I° AR HRIILAE }lliiﬂ'l'llll! 11 ETHTLE |mp3"xa|m|u:ii CPAR, IHPFNIEY IS0 HHG R

BaM, 4T0....

E coongercrsnn ¢ anperrnesil Exponeiic voro Cowsn (EC) wo apeto rEpawen i 301 P5IBeHHI 0Rpy R 0LIeH
B ] : BN AR CUM W AIeETTPY HEE M plopynsraumey (upacrany WEEE 200286/RC),

peTynamed o cEny 13 snryera 2005 rons, maeams, oTHOCA NS K 3ERTPHUSCKOMY H 2J16KT PulBoMy
opYOrEARNK, He MOCYT PAcC MATPHBATECE Kak fMTOECH MYCOp, DOSTeMY NPCRIBOINTENR

BEUNENEPEYHE. [EHEOID ACKTPOHROLO D00pYA0E1HHY 0THIANEL UPHHEMATE €10 LM DEpepadeTEs W
OKOHYAMHH CPOKE CIY R, MST 0fAIYCTCR CONIMIATR TPCHOBAHHA 0 MPHCHY DPGAYEIMHA, NPOIawH0H mnl
mapked VIST na Teppurapun FO, k nepepaboriy no sromanmun cpoen ¢1yader. Bri sinseTe nopnyTi oTh
IACAKA B CACITHATHIHPHRIAHWME TYHKTH TRHEM,



MST comu empress compromedida con Ja preleceion del mediv ambienle, recomienda:

Bajo la dirceliva 2002/%6/EC de la Unidn Europea on materia de desechos y/o cquipos electrénicos, con fecha de
rigor desde el 13 de agosta de 2S5, los productos clasiflesdos como “eléctricos ¥ equipos electrénicos” na
pueden ser depositados en los contenedores habituales de sw municipio, los fabricantes de equipoes electronicos,
esiin abligados a hacerse varge de dichos producivs al (ermine e su periode de vida NSI eslard
compromeiido con los Wrminos de recogida de sus productos vendidos en la Unidn Eurepea al final de su
periodn de vida, Usted debe depasitar estns productos en el punte limpie eseablecide por el ayuntamiento de su

localidad o entregar a una empresa autorizada para la recogida de estos residuos.

NEDERLAN

Om hel milieu te beschermen, wil MST w ersan berinoeren dad...

D¢ richilijn van de Europese Unie (EUY met beteekking (o1 Vervuiling vam Elecirische em Elecironische
producten (200L96/EC), die op 13 Augustus 2005 in zal gaan kennen niet meer beschouwd wardem als
vervuiling.

Fabriksuivn van dil soorl producien werden verplicht vm produclen retour le nemen aan hel ¢ind van hun
levensevelus, MSI zal ovcreenhomstig de cichiliju handelen voor de produeten div de merknasm MSI dragen en
verkocht zijn in de EL. Deze goederen kannen gevetourneerd worden ap bokale inzamelingspunten.

SRPSKI

D bi casdidili priredne sredinn, i kav predmeede hoje vodi raéuny o vkelini i prirednoj sredini. MS1 mwra davas
podesti da...

Po Direktivi Evropske unije ("EL™) o odhaéenoj ekekironskoj i elekiriZnaj opremi, Direkuiva 2002/96/EC, knja
stupa na soaga od 13, Avgusta 2005, preizvedi keji spadaju poed “elektronske i elekiriénn epremu® ne mogu
vise bili odbadeni kav obitan olpsd | pruizvodséi vve opreme biée prinudeni da wzmn nairag ove proizvode ny
kraju ujihovog mabitajenog veka trajanja. MS1 & podiovali zaliey o prevzimanju ovakyih proizvoda kejima je
istekao vek trajanja, koji imaju bS] oznaku i koji sw predari u EL. Orve proizvide modete veatili na lokalnim
mestima za prikupljanje.

Aby chronié nusze srodowisky naturalne oraz juko lirma dbajiyea o ekologie. MST preypomina, k2.

Zgodnie 2 Dyrekiyws Unii Evrapejskicy ("UE™) daiyezges sdpaddw produkidéw clekiryeznych i elekironicznych
(Dyrektywa H02496/EC), kidra welindzi w zycie L3 sierpnis 2005, 7w, “produkty oraz wyposazenie elekiryezne
i ¢lektroniczoe " nie megy byé rakiowane jako smieci komunalne, tak wige preducenci tych produktdow beda
zobowiazani do odbierania ich w momencie pdy produkt jest wycofywany z niyecia. MSI wypelni wymagania
UIF, prexvjmujac pradukiy (spreedawane na ierenic Mnii Eoropejskic)) wyenfywane » wiyria. Produkty AMSIE
bedzic medng zwracaé w wyznaczonych punktach zhinrezych,

vi



Cevreci dzellifivle bilinen MST dinyada gevrevi korumak igin hadirlatr:
Avrupa Birligi (AB) Kararnamesi Ekkirik ve Elekironik Malzeme Angi, 200206 EC Kararnamesi alunda 13
AZustos D5 tarihinden sfibaren gecerli olmak Uzere, elekirikli ve elektronik malzenseler difer anklar gibi ciipe

ntlamaya<ak ve bu elektonik cibazlarm dreticileri, cibazlarmn kullanin siveleri bittikten sonra Graoleri geri

teplamakly yakimla vlacakor. Avropa Birligi'ne satilan M31 markab iir@nlenin kulbanom siireleri bittiginde

MST diriinlerin geri alinmasi isieti ike ishirligi icerisinde alacakor, Urimlerinizi yerel wplama nakialaring
birakabilirsiniz.

CESK

ZaleZi mam ma vchrané Zivelniho progifedi - ypoleénosi MS1 vposoriinje...

Podle smérnice Evropské unic ("EU™) o likvidaci clekirickych o clckironickyeh v yrobki 200296/ EC plainé od
13, srpna 2005 je zakazann likvidovat "elekirické a elekironické v¥rabky™ v DEfném komonilnim odpadu a
viTobei elektrenickich vyrobka, na které se tato smérmice vztahuje, budou povinni edebirat takové v¥robky zpét
pu skundemi jejich Eivoinusli.  Spoleénosi MSI yphni poZadavky na wlebivini virobkiv enaéky MEL prodivanych

v zemich ETU, po skondeni jejich Ziveinosti, Tylo vfrobky miZei: odevedal v mistnich shérnsch.

Annak érdekéliem, hopy kirnyezelinkel mepvidjiik, illelve korpyezetvédiként felepre a2 MSI omlékeziedi Onl,
hogy ...

Az Eurdpai Uniég (,ELT™y 2005, aogwszius 13-4n hatdlyba lépi, az elekiromns €5 elekaronikus herendezések
hulladékaireél széle 2002/20EK iranvelve szarint az ekekiromos €5 elektronikus berendezések tébbé nem
kezelheidek lalossazi holladékkénl, és a2z ilven eleldronikus Berendesévek gyhnidi kibelesss vilnak az ilven
termikek visszavétckre azok haszoos élemartama véeén, Az MS1 betarijo a termékrisszavéiellel kapesolatos
kovetelményeket az MS1 mirkanév alate az Ellm beliil ériékesitets termébek eseréhen, azok életfartamanak
vémén. Az ilven termeékeket a legkizelebbi gyijtobielyre vibeti.

ITALIANO|

Per proieggere Pambivnie, MST, da sempre amica della padura, G ricorda che....

In Dase alla Dirctiiva dell'Unione Europen (EU) sulle Smaltimente dei Materiali Ekenirici e Elcuronici,
Direttiva 2002960 In vigore dal 13 Agasoo HW05, prodotti appartencnti alla categoria dei hateriali Eletirici ed
Ekttronici non peossonc piid essere <limimati come rifiuti municipali: i predutiori di detti materiali saranne
vbMizali 4 rilivare ogni prodolic alla fine del suo ciclo di viea, MSH »i adegwerch a dale Direliva rilicando Luili ©

prodorti marchiati MSI che sonc stati vendmti all*inierno dell*Uniene Europes alla fine del boro cicl di vita, E
possibile portare i prodot6 nel pib vicine punts di raccaita.

Vii
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Getting Started

Chapter 1

Getting Started

Thank you for choosing the 5100 Master (MS-9665 v1.
X), an excellent SSI CEB server board from MSI.

Based on the innovative Intel® 5100 & ICHIR chipsets
for optimal system efficiency, the 5100 Master accom-
modates the latest Intel® Xeon® (Dual-Core Wolfdale-
DP/Woodcrest & Quad-Core Clovertown/Harpertown)
processors in Socket LGA771 and supports up to six
DDR2 533/667MHz DIMM slots to provide the maximum
of 48GB memory capacity.

In the entry-level and mid-range market segment, the
5100 Master can provide a high-performance solution
for today’s front-end and general purpose server/
workstation, as well as in the future.

MSI

MICRO-STAR INTERNATIONAL
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- MS-9665 Server Board

I Mainboard Specifications

L Processor

- Supports Intel Xeon (Dual-Core Wolfdale-DP/W oodcrest & Quad-
Core Clovertown/Harpertown) processors in Socket LGA771

FSB

- FSB 1066/1333MHz

Chipset

- Northbridge: Intel 5100
- Southbridge: Intel ICH9R

Memory

- 6 DDR2 533/667 DIMM slots
- Maximum 48GB

LAN

- Supports dual Gigabit Ethernet by Intel 82573V & 82566DM

SAS

- 4 SAS ports by LSI Logic SAS1064E Host Controller
- Data transfer rate at up to 3Gb/s

SATA

- 6 SATAII ports support 6 SATAII devices
- Data transfer rate at up to 3Gb/s

IDE

- 1 IDE port by ITE I1T8213F
- Supports Ultra DMA 66/100/133 mode
- Supports PIO, Bus Master operation mode

Floppy

- 1 floppy port
- Supports 1 FDD with 360KB, 720KB, 1.2MB, 1.44MB and 2.88MB

Graphics

- XGI Volari Z7 graphics processor
- 16MB graphics memory




Getting Started

L Audio (Optional)

- Chip integrated by Realtek ALC888
- Flexible 2-channel audio with jack sensing
- Compliant with Azalia 1.0 Spec

mmm 'PMI (Optional)

- Hitachi H8S/2168 IPMI microcontroller

I Slots

- 1 PCI-Express x16 slot
- 2 PCI-Express x8 slots (with x4 signal)
- 2 32-bit/33MHz PCI slots

mm Connectors

» Back Panel

-1 PS/2 mouse & PS/2 keyboard port
- 1 serial port

-1 VGA port

-2 USB 2.0 ports

- 2 RJ-45 Gigabit LAN ports

» Onboard Connectors

- 2 USB 2.0 connectors

- 1 serial port connector

- 1 front panel audio connector

- 1 chassis intrusion connector

- 1 TPM connector

-1 SPI Flash ROM connector (for debugging)

I Form Factor

- SSI CEB: 12" X 10.5”

B Mounting

- 7 mounting holes

1-3




- MS-9665 Server Board

L System Management

H8S BMC chip and MSI iConsole AP support IPMI 2.0

» BMC Chip
- H8S 200-pin
- Host hardware interface: LPC interface
- Host software interface: KCS interface

» Memory Size
- 256 X 16 Bits SRAM

» Key Features

- IPMI 2.0 compliant

- Out-of-band LAN based management using RMCP

- FRU/SEL access

- Remote out-of-band alerts

- Event log

- Ability to update firmware inband unattended

- Remote access security (MD5)

- Out-of-band environmental monitoring and alerting

- Secure remote power control and system reset over Serial or
shared NIC (RMCP)

- Supports onboard 12C Winbond 83793G & Winbond 83627 to
extend hardware monitor feature

- Supports ASR (Automatic Server Restart)

» System Management

- Three SMBus 2.0 (12C)

- One SMBus for Intel ESB2E

- One SMBus for IPMB

- One SMBus for Winbond 83793G & Winbond 83627

- CPU fan speed control dependent on system temperature

- System fan speed control dependent on system temperature

» Sensor Management
- Monitored Voltage: 12V, 5V, 3V, VBAT, VTT, Vcore, -12V
- Monitored Fan: 6 x System Fan, 2 x CPU Fan




I Mainboard Layout

Getting Started

[ |pmme1

DIMMA1
DIMMB2
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DIMMB3
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5100 Master (MS-9665 v1.X) SSI CEB Server Board
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Hardware Setup

Chapter 2

Hardware Setup

This chapter provides you with the information about
hardware setup procedures. While doing the installation,
be careful in holding the components and follow the
installation procedures. For some components, if you
install in the wrong orientation, the components will not
work properly.

Use a grounded wrist strap before handling computer
components. Static electricity may damage the
components.

MSI

MICRO-STAR INTERNATIONAL




- MS-9665 Server Board

JPWR1, p.2-8

I Quick Components Guide

DIMM Slots, p.2-6

JPWR2, p.2-8
Back Panel %IE
170, p.2-9 — e
[ CPU, p.2-3
[l
O
[l
[l
e
PCl-Class 321, p.2-17
Slots, p.2-19 _
fl—CPU_FAN1~2,
[ ¢ p.2-12
J_H8_RST1, y
J_BOOT2, p.2-13—€% = _J_CM051,
J_IPMB1, p.2-13 p.2-18
J_ICMB1, p.2-13
—J22, p.2-17

J_BOOT1, p.2-13-]
JAUD1, p.2-16—

S8
J

JTPM1, p.2-15

|B3EER]ERER:

J1, p.2-13
P E ':2’ Ei g SYS_FAN3-5,
COM2, p.2-14 IDE1, |P-2-12
p.2-10
JSPI1
JINTL, p.2-12
P p.2-15 SAS_1-4,
p.2-11

SYS_FAN1~2,
p.2-12

J_BOOTS3,
p.2-18

CAUTION!!! Please note that the CPU1/CPU2 VRM & memory/south bridge
area should be respectively kept under 105°C and 85°C. To ensure system
stability, always protect the system with proper cooling. Otherwise, overheat-
ing may damage the system.
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Hardware Setup

I CPU (Central Processing Unit)

This mainboard supports the latest Intel® Xeon® (Dual-Core W olfdale-DP/Woodcrest &
Quad-Core Clovertown/Harpertown) processors in Socket LGA771. When you are
installing the CPU, make sure that you install the cooler to prevent the CPU from
overheating. If you do not have a CPU cooler, contact your dealer to purchase and
install them before turning on the computer.

Important

1. Overheating will seriously damage the CPU and system. Always make
sure the cooling fan can work properly to protect the CPU from overheating.

2. Make sure that you apply an even layer of heat sink paste (or thermal tape)
between the CPU and the heatsink to enhance heat dissipation.

3. While replacing the CPU, always turn off the power supply or unplug the
power supply’s power cord from the grounded outlet first to ensure the
safety of CPU.

Introduction to LGA 771 CPU

The pin-pad side of LGA 771 CPU. The surface of LGA 771 CPU.
Remember to apply some silicone
heat transfer compound on it for
better heat dispersion.

LT

Yellow triangle is the Pin 1 indicator Yellow triangle is the Pin 1 indicator

2-3




- MS-9665 Server Board

a N
Installing the LGA771 CPU

1. Locate the CPU socket. 2. Raise the load lever up to its full extent.

3. Open the load plate.

4. After confirming the CPU direction
(indicated below with red circles)
for correct mating, put down the
CPU in the socket housing frame.
Be sure to grasp on the edge of
the CPU base. Note that the align-
ment keys are matched.

5. Visually inspect if the CPU is seated well into the socket. If not, take out the CPU
with pure vertical motion and reinstall.

6. Cover the load plate onto the package.

7. Press down the load lever lightly onto the load plate and then secure the lever
with the hook under the retention tab.




Hardware Setup

4 N
Installing the Intel CPU Cooler

1. Flip over the mainboard and locate the position of the CPU sockets.
2. Install the backplates to the back of the CPU sockets with holes aligned.

2

CPU cooler backplate

3. Install the CPU(s) following the in- 5. Connect the CPU fan power cord to

structions on page 2-4. CPUFAN1.
4. Apply some heat paste all over the Note: If dual processors are installed,
top of the CPU and place the cooler connect the second CPU fan power

onto it. cord to CPUFAN2.

6. Screw to secure the CPU cooler.
7. Install another CPU fan sink if
necessary.

Mainboard photos shown in this
section are for demonstration only
and may differ from the actual look
of your mainboard.




- MS-9665 Server Board

I Memory

These DIMM slots are intended for system memory modules.

D DR 2 T e
240-pin, 1.8V | Il J

64x2=128 pin 56x2=112 pin

Dual-Channel Mode Population Rule

In Dual-Channel mode, the memory modules can transmit and receive data with two
data bus lines simultaneously. Dual-Channel mode is enabled when the installed
memory capacities of both DIMM channels are equal. If different speed DIMMs are
used between channels, the slowest memory timing will be used.

Dual-Channel mode can be achieved with two, three or four DIMMs. To achieve Dual-
Channel mode, the following conditions must be met:

* Matched DIMM configuration in each channel

* Same Density (512MB, 1GB, 2GB, etc.)

* Matched in both Channel A and Channel B memory channels
* Populate symmetrical memory slots

Configurations that do not match the above conditions will revert to Single-Channel
mode.
2 DIMMs
2GB DIMMB1
DIMMA1
DIMMB2
DIMMA2
DIMMB3
DIMMA3

‘I
‘ N
00| |G| o)
|
HEER

'_‘
() il
|

3 DIMMs
DIMMB1
2GB DIMMA1
1GB DIMMB2
DIMMA2

H e ] DIMMB3

DIMMA3

ﬂ

4 DIMMs
DIMMB1
DIMMA1
DIMMB2
DIMMA2
| DIMMB3
DIMMA3

Installed

1 Empty

2-6



Hardware Setup

5 DIMMs DIMMB1
DIMMA
DIMMB2
DIMMA2
DIMMB3
[ ! | DIMMA3
6 DIMMs DIMMB1
DIMMA
DIMMB2
DIMMA2
DIMMB3
DIMMA3

Installing Memory Modules

1. Locate the DIMM slots on the mainboard. Flip open the retaining clip at each side
of the DIMM slot.

2. Align the notch on the DIMM with the key on the slot. Insert the DIMM vertically into
the DIMM slot. Then push it in until the golden finger on the DIMM is deeply inserted
in the DIMM slot. The retaining clip at each side of the DIMM slot will automatically
close if the DIMM is properly seated.

Important

You can barely see the golden finger if the DIMM is properly inserted in the
DIMM slot.

3. Manually check if the DIMM has been locked in place by the retaining clips at the
sides.
4. Follow the same procedures to install more DIMMs if necessary.

Volt/ N\ Notch

[T 1T
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I Power Supply

- MS-9665 Server Board

System Power Connector: JPWR1

This connector allows you to connect to an SSI power supply. To connect to the SSI
power supply, make sure the plug of the power supply is inserted in the proper
orientation and the pins are aligned. Then push down the power supply firmly into the

12V CPU Power Connector: JPWR2
This connector provides 12V power output to the CPUs.

1. Make sure that all power connectors are connected to proper power supplies
to ensure stable operation of the mainboard.
2. Power supply of 600 watts (and above) is highly recommended for system

stability.

3. SSI 12V power connection should be greater than 18A.

2-8

Important

JPWR1 JPWR2

24 13 8
12 1 4

JPWR1 Pin Definition JPWR2 Pin Definition
PIN SIGNAL PIN SIGNAL PIN SIGNAL PIN SIGNAL
1 +3.3V 13 +3.3V 1 GND 5 +12V
2 +3.3V 14 -12v 2 GND 6 +12V
3 GND 15 GND 3 GND 7 +12V
4 +5V 16 PS-ON# 4 GND 8 +12V
5 GND 17 GND
6 +5V 18 GND
7 GND 19 GND
8 PWROK 20 Res
9 5VSB 21 +5V
10 +12V 2 +5V
1" +12V 23 +5V
12 +3.3V 24 GND
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I Back Panel I/O

J el F X

Keyboard USB Ports Serial Port VGA Port LAN Jacks

» Mouse/Keyboard
The standard PS/2® mouse/keyboard DIN connector is for a PS/2® mouse/keyboard.

» USB Port
The USB (Universal Serial Bus) port is for USB devices such as keyboard, mouse, or
other USB-compatible devices.

» Serial Port

The serial port is a 16550A high speed communications port that sends/ receives 16
bytes FIFOs. You can attach a serial mouse or other serial devices directly to the
connector.

» VGA Port
The DE-15 female connector is provided for monitor.

» LAN
The standard RJ-45 LAN jack is for connection to Local Area Network (LAN). You
can connect a network cable to it.

Link/Active Indicator Mode Indicator

RJ-45 LAN Jack

LED | Color LED State Condition
Off LAN link is not established.
Left | Orange On (steady state) LAN linkis established.
On (brighter & pulsing)The computeris communicating with another computer onthe LAN.
Green Off 10 Mbit/sec datarate is selected.
Right On 100 Mbit/sec data rate is selected.
Orange On 1000 Mbit/sec datarate is selected.

29
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I Connector

Floppy Disk Drive Connector: FDD1
This connector supports 360KB, 720KB, 1.2MB, 1.44MB or 2.88MB floppy disk drive.

IDE Connector: IDE1

This connector supports IDE hard disk drives, optical disk drives and other IDE devices.

IDE1

DooDooooDOoOoDOoOoOoODOO0OO0O0O00
Dooooooooo ooooooooao

Important

If you install two IDE devices on the same cable, you must configure the
drives separately to master / slave mode by setting jumpers. Refer to IDE
device’s documentation supplied by the vendors for jumper setting
instructions.
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Serial Attached SCSI Connector: SAS 1 ~SAS 4

The SAS connector is a new generation serial communication protocol for devices
designed to allow for much higher speed data transfers. It supports data transfer
speeds up to 3 Gbit/s. SAS uses serial communication instead of the parallel method
found in traditional SCSI devices but still uses SCSI commands for interacting with
SAS devices. Each SAS connector can connect to 1 disk drive.

Serial ATA Connector: SATAL1 ~ SATAG6

This connector is a high-speed Serial ATA interface port. Each connector can con-
nect to one Serial ATA device.

- o~ ™ < o~ 5 Bl <

U)l U)l U)l U)l < g g |<_:

< < <4 < ZllE ol <

7] 7] 7] 7] %) = =]
|=] |=] |=] |=]
0 0 0 0

21 E |l |8 < el [Frell o

5 5 5 5 < 5 al| <

< |l |B sl <

7] = =]

© 2 = n

< & || <

=l e el =

< 5 B <

RIRLG el| o

Important

Please do not fold the SATA/SAS accessory cable into 90-degree angle.
Otherwise, data loss may occur during transmission.
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Chassis Intrusion Switch Connector: JINT1

This connector connects to the chassis intrusion switch cable. If the chassis is
opened, the chassis intrusion mechanism will be activated. The system will record
this status and show a warning message on the screen. To clear the warning, you
must enter the BIOS utility and clear the record.

LNID

nyo
a

1(0 D)2
JINT1

Fan Power Connector: CPU_FAN1/2,SYS FAN1/2/3/4/5

The fan power connectors support system cooling fan with +12V. When connecting
the wire to the connectors, always note that the red wire is the positive and should
be connected to the +12V; the black wire is Ground and should be connected to GND.
If the mainboard has a System Hardware Monitor chipset onboard, you must use a
specially designed fan with speed sensor to take advantage of the CPU fan control.

CoNTROL [ o
SENSOR | O SENSOR
v s | e
G\D |_O

CPU FANL/2 SYS_FANL/2/3/4/5

Important

1. Please refer to the recommended CPU fans at processor’s official website
or consult the vendors for proper CPU cooling fan.

2. Users are suggested to enter the BIOS Setup Utility to set up the Smart Fan
Control function.
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BMC Connector: J_BOOT1, J_ BOOT2, J_H8 RST1, J IPMBL,
J ICMB1,J1

These connectors are used to control the H8 BMC (Baseboard Management
Controller).

J_BOOT1 J_BOOT2 J_H8_RST1
1 HEE 1(g[g]
Pin Definition Pin Definition Pin Definition
PIN | SIGNAL PIN | SIGNAL PIN | SIGNAL
1 BOOT_TXD_CON 1 BootMode 1 H8_RESET
2 BOOT_RXD_CON 2 GND 2 GND
3 GND
J_IPMB1
1 J_ICMB1
1o
Pin Definition Pin Definition
PIN | SIGNAL PIN | SIGNAL
1 IPMB_DATA 1 BMC_RXDO
2 GND 2 BMC_TXDO
3 IPMB_CLK 3 ICMB_EN
J1

13||ooooooo||
l4||ooooooo|f2

Pin Definition

PIN SIGNAL PIN SIGNAL

1 ETCK 2 GND

3 ETRST# 4 GND

5 ETDO 6 GND

7 H2C_RESH# 8 3.3VDUAL
9 ETMS 10 GND

1" ETDI 12 GND

13 H8_RESET# 14 GND
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Serial Port Connector: COM2

This connector is a 16550A high speed communications port that sends/receives 16
bytes FIFOs. You can attach a serial device to it.
Pin Definition

PIN SIGNAL DESCRIPTION
1 DCD Data Cary Detect
COoM2 2 SIN Serial In or Receive Data

2 3 SOUT Serial Out or Transmit Data
1 EEEEE 9 4 DTR Data Terminal Ready

5 GND Ground

6 DSR Data SetReady

7 RTS Request To Send

8 CTs ClearTo Send

9 RI Ring Indicate

Front USB Connector: JUSB2, JUSB3

This connector, compliant with Intel® I/O Connectivity Design Guide, is ideal for con-
necting high-speed USB interface peripherals such as USB HDD, digital cameras,
MP3 players, printers, modems and the like.

Pin Definition

0@ )9 PIN| SIGNAL PIN | SIGNAL
1 | vce 2 | vee
3 | useo- 4 | usei-
) EE' N 5 | usBo+ 6 | usB1+
7 | oND 8 | GND
JUSB2/3
9 Key (no pin) 10 NC

USB 2.0 Bracket
(Optional)

Note that the pins of VCC and GND must be connected correctly to avoid
possible damage.
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SPI Flash ROM Connector: JSPI1
This connector is used to flash SPI flash ROM.

JSPI1
1(@a)2

9(z_J10

Hardware Setup

Pin Definition

Pin Description Pin Description
1 VCC3_SB 2 VCC3_SB

3 SPI_MISO_F 4 SPI_MOSI_F
5 SPI_CSO0_F# 6 SPI_CLK_F
7 GND 8 GND

9 SPI_HOLD# 10 NC

TPM Connector: JTPM1 (Optional)

This connector connects to an optional TPM (Trusted Platform Module). Please refer

to the TPM security platform manual for more details.

JTPM1

1 BEEEL:ER 13

PIN | SIGNAL DESCRIPTION PIN| SIGNAL DESCRIPTION

1 LCLK LPCclock 2 3Vdual/3V_STB | 3V dualor3Vstandby power
3 LRST# LPCreset 4 VCC3 3.3Vpower

5 LADO LPC address & data pin0 6 SIRQ Serial IRQ

7 LAD1 LPC address & data pin1 8 VCC5 5Vpower

9 LAD2 LPC address & data pin2 10 KEY No pin

" LAD3 LPC address & data pin3 12 GND Ground

13 | LFRAME# | LPCFrame 14 | GND Ground
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Front Panel Audio Connector: JAUD1

This connector allows you to connect the front panel audio and is compliant with
Intel® Front Panel 1/0O Connectivity Design Guide.

JAUD1

2 10
1 9

HD Audio Pin Definition

PIN SIGNAL DESCRIPTION

1 MIC_L Microphone - Left channel

2 GND Ground

3 MIC_R Microphone - Right channel

4 PRESENCE# Active low signal-signals BIOS that a High Definition Audio dongle
is connected to the analog header. PRESENCE# = 0when a
High Definition Audio dongle is connected

LINEout R Analog Port - Right channel

6 MIC_JD Jack detection retum from front panel microphone JACK1

7 Front_JD Jack detection sense line from the High Definition Audio CODEC
jack detection resistor network

8 NC No control

9 LINEout L Analog Port - Left channel

10 LINEout_JD Jack detection retum from frontpanel JACK2
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12C Bus Connector: J21

Hardware Setup

This connector, known as I?C, is used to connect System Management Bus (SMBus)

interface.

J21

¢lolala)2
6 2

Pin Definiti

on

PIN | SIGNAL

GND

5vCC

oA WN

SMBUS_SDA

SMBUS_SCL

SMBUS_ALERT#
PCIRST#

Front Panel Connector: J22

The mainboard provides one front panel connector for electrical connection to the

front panel switches and LEDs.

J22

16(T@)15

2

J22 Pin Definition

PIN SIGNAL DESCRIPTION

1 HDD_LED + HDD LED +

2 PLED PowerLED

3 HDD_LED - HDD LED -

4 SLED SuspendLED

5 FP_RST+ Front Panel Reset +
6 FP_BTN - Front Panel Button -
7 FP_RST- Front Panel Reset -
8 GND Ground

9 NC Noconnection

10 KEY Key

1 SYS_FAULT_H8S | SystemfaultLED

12 ID_LED_H8S System IDLED

13 NC Noconnection

14 LAN1_LED LAN1LED

15 NC Noconnection

16 LAN2_LED LAN2LED
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I Jumper

BIOS Recovery Jumper: J_ BOOT3

Users can short connect pin#2-3 to recover the system BIOS with a Recovery
Floppy. When the system is done with the job, the buzzer will beep to remind the user
to set the jumper to its normal state (pin#1-2 short connected).

s @D OB

J_BOOT3 Normal Recovery

Clear CMOS Jumper: J_CMOS1

There is a CMOS RAM onboard that has a power supply from an external battery to
keep the data of system configuration. With the CMOS RAM, the system can auto-
matically boot OS every time it is turned on. If you want to clear the system configuration,
set the jumper to clear data.

s @Y D

J_CMOSs1 Keep Data Clear Data

Important

You can clear CMOS by shorting 2-3 pin while the system is off. Then return
to 1-2 pin position. Avoid clearing the CMOS while the system is on; it will
damage the mainboard.
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I Slot

PCI (Peripheral Component Interconnect) Express Slot
The PCI Express slot supports the PCI Express interface expansion card.
The PCI Express x 16 slot supports up to 4.0 GB/s transfer rate.

The PCI Express x 8 slot supports up to 2.0 GB/s transfer rate.

annnnnnnm:mnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnD

# PCI Express x16 Slot

0000000000000 000 000000000000 0000000000T000000000000000

#\:mnnnnnnnn ) 0000000000000000000000C)

C———Jc——————
000000000 Dnnnnnnnnnnnnnnnnnnnnnn\:% PCI EXPFBSS x8 Slot

PCI (Peripheral Component Interconnect) Slot
The PCI slot supports LAN card, SCSI card, USB card, and other add-on cards that
comply with PCI specifications.

%, 32-bit PCI Slot

C00000000000000000000000000000000000000J000000000
COT0000000000000000000000000000000000000000000000

Important

When adding or removing expansion cards, make sure that you unplug the
power supply first. Meanwhile, read the documentation for the expansion card
to configure any necessary hardware or software settings for the expansion
card, such as jumpers, switches or BIOS configuration.
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PClI Interrupt Request Routing

The IRQ, acronym of interrupt request line and pronounced I-R-Q, are hardware lines
over which devices can send interrupt signals to the microprocessor. The PCl IRQ
pins are typically connected to the PCI bus pins as follows:

DEVICE | IDSEL INT A INT B INT C INT D REQ GNT
PCI AD20  |PCI_PIRQ#0 [PCI_PIRQ#1 |PCI_PIRQ#2 |PCI_PIRQ#3 |PCI_REQ#0 |PCI_GNT#0
PCI AD21  |PCI_PIRQ#3 [PCI_PIRQ#0 |PCI_PIRQ#0 |PCI_PIRQ#2 |PCI_REQ#1 |PCI_GNT#1
IT8213F  |AD1921 |PCI_PIRQ#2 PCI_REQ#2 |PCI_GNT#21
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Chapter 3

BIOS Setup

This chapter provides information on the BIOS Setup
program and allows you to configure the system for
optimum use.

You may need to run the Setup program when:

= An error message appears on the screen during the
system booting up, and requests you to run SETUP.

= You want to change the default settings for cus-
tomized features.

MSI

MICRO-STAR INTERNATIONAL
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I Entering Setup

Power on the computer and the system will start POST (Power On Self Test) process.
When the message below appears on the screen, press <Del> key to enter Setup.

Press Del to enter SETUP
If the message disappears before you respond and you still wish to enter Setup,

restart the system by turning it OFF and On or pressing the RESET button. You may
also restart the system by simultaneously pressing <Ctrl>, <Alt>, and <Delete> keys.

Important

1. The items under each BIOS category described in this chapter are under
continuous update for better system performance. Therefore, the descrip-
tion may be slightly different from the latest BIOS and should be held for
reference only.

2. Upon boot-up, the 1st line appearing after the memory count is the BIOS
version. It is usually in the format:

A9665IMS V1.0 031508 where:

1st digit refers to BIOS maker as A = AMI, W = AWARD, and P =
PHOENIX.

2nd - 5th digit refers to the model number.

6th digit refers to the chipset as | = Intel, N = nVidia, and V = VIA.
7th - 8th digit refers to the customer as MS = all standard customers.
V1.0 refers to the BIOS version.

031508 refers to the date this BIOS was released.
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Control Keys

<-> Move to the previous item

<> Move to the next item

<= > Move to the item in the left hand

<® > Move to the item in the right hand

<Enter> | Select the item

<Esc> Jumps to the Exit menu or returns to the main menu from a
submenu

<+/PU> Increase the numeric value or make changes

<-/PD> Decrease the numeric value or make changes

<F8> Load Optimized Defaults

<F9> Load Fail-Safe Defaults

<F10> Save all the CMOS changes and exit

Getting Help

After entering the Setup menu, the first menu you will see is the Main Menu.

Main Menu

The main menu lists the setup functions you can make changes to. You can use the
arrow keys ( - ) to select the item. The on-line description of the highlighted setup
function is displayed at the bottom of the screen.

Sub-Menu

If you find a right pointer symbol (as shown in the right 'y Primary IDE Haster
view) appears to the left of certain fields that means a sub- ) Secondary IDE Master
menu can be launched from this field. A sub-menu contains

additional options for a field parameter. You can use arrow keys (- ) to highlight the
field and press <Enter> to call up the sub-menu. Then you can use the control keys
to enter values and move from field to field within a sub-menu. If you want to return
to the main menu, just press the <Esc >.

General Help <F1>

The BIOS setup program provides a General Help screen. You can call up this screen
from any menu by simply pressing <F1>. The Help screen lists the appropriate keys
to use and the possible selections for the highlighted item. Press <Esc> to exit the
Help screen.
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I The Menu Bar

BIOS SETUP UTILITY

IS select a field.
| Uersion :08.00.14
Build Date:03/11/08 Use [+] or [ te
1D :A966510A configure system Time.
Processor
Intel(R) Xeon(R) CPU 5160 @ 3.006Hz
Speed :3000MHz
Count 22
Systen Hemory «  Select Screen
Size :2048MB 11 Select Iten
+-  Change Field
[ :27:48] Tab Select Field
Systen Date [Tue 03/11/2008] F1 General Help
F10  Save and Exit
g ESC  Exit

v02.61 (C) Copuright 1985-2006, American Megatrends, Inc.

» Main
Use this menu for basic system configurations, such as time, date etc.

» Advanced
Use this menu to set up the items of special enhanced features.

» Boot
Use this menu to specify the priority of boot devices.

» Security
Use this menu to set supervisor and user passwords.

» Chipset
This menu controls the advanced features of the onboard Northbridge and Southbridge.

» Exit
This menu allows you to load the BIOS default values or factory default settings into
the BIOS and exit the BIOS setup utility with or without changes.



ion

Size

BIOS SETUP UTILITY

:08.00.14

Build Date:03/11/08

1D :A966510A
Processor

Intel(R) Keon(R) CPU
Speed :3000MHz
Count :2

Systen Memory

:2048MB

Systen Date

L

5160 @ 3.00GHz

[ :27:48]
[Tue 03/11/2008]

v02.61 (C)Copuri

ht 1985-2006, American Megatrends, Inc.

» AMI BIOS, Processor, System Memory
These items show the firmware and hardware specifications of your system. Read

only.

» System Time

BIOS Setup

select a field

Use [+] or [ te
configure system Time.

«  Select Screen
11 Select Iten
+-  Change Field
Tab Select Field
F1 General Help
F10  Save and Exit
ESC  Exit

This setting allows you to set the system time. The time format is <Hour> <Minute>

<Second>.

» System Date

This setting allows you to set the system date. The date format is <Day>, <Month>

<Date> <Year>.
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I Advanced

BIOS SETUP UTILITY

ng wrong values in below sections

may cause system to malfunction.
» CPU Con

» IDE Configuration

» Floppy Configuration

» SuperI0 Configuration

» IPHI SDR Hardware Health Information

» ACPI Configuration

» APH Configuration

» Event Log Configuration «  Select Screen

» IPMI 2.0 Configuration 11 Select Item

» Remote Access Configuration Enter Go to Sub Screen

» Trusted Computing F1  General Help
F10  Save and Exit
ESC  Exit

...~/

v02.61 (C)Copuright 1985-2006, American Megatrends, Inc.

» CPU Configuration

mufacturer :Intel
ntel (R} ¥eon(R) CPU 5160 @ 3.00GHz
Frequency  :3.00GHz
FSB Speed  :1333MHz
Cache L1 :64 KB
Cache L2 :4096 XB
Ratio Status:Unlocked (Min:06, Max:09)
Ratio Actual Value:9

Hardware Prefetcher [Enabled]

Adjacent Cache Line Prefetch  [Enabled]

Max CPUID Value Linit [Disabled]

Intel(R) Virtualization Tech  [Emabled]

CPU TH/Thernal Throttle [Disabled]
Execute-Disable Bit Capability [Enabled]

Core Multi-Processing [Enabled] .
PECT [Enabled] J
Intel (R) SpeedS Y
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» C1E Support

When the C1E Support (Enhanced Halt Powerdown State) is enabled, the proc-
essor will transition to a lower core to bus ratio and lower voltage ID driven by
the processor to the voltage regulator before entering Halt Powerdown State
(C1). Not all porcessors support Enhanced Halt Powerdown State (C1E).

» Hardware Prefetcher

The processor has a hardware prefetcher that automatically analyzes its re-
quirements and prefetches data and instructions from the memory into the
Level 2 cache that are likely to be required in the near future. This reduces the
latency associated with memory reads. When enabled, the processor's hard-
ware prefetcher will be enabled and allowed to automatically prefetch data and
code for the processor. When disabled, the processor's hardware prefetcher
will be disabled.

» Adjacent Cache Line Prefetch

The processor has a hardware adjacent cache line prefetch mechanism that
automatically fetches an extra 64-byte cache line whenever the processor
requests for a 64-byte cache line. This reduces cache latency by making the
next cache line immediately available if the processor requires it as well. When
enabled, the processor will retrieve the currently requested cache line, as well
as the subsequent cache line. When disabled, the processor will only retrieve
the currently requested cache line.

» Max CPUID Value Limit

The Max CPUID Value Limit BIOS feature allows you to circumvent problems
with older operating systems that do not support the Intel Pentium 4 processor
with Hyper-Threading Technology. When enabled, the processor will limit the
maximum CPUID input value to 03h when queried, even if the processor sup-
ports a higher CPUID input value. When disabled, the processor will return the
actual maximum CPUID input value of the processor when queried.

» Intel(R) Virtualization Tech

Virtualization enhanced by Intel Virtualization Technology will allow a platform
to run multiple operating systems and applications in independent partitions.
With virtualization, one computer system can function as multiple “virtual” systems.

» CPU TM/Thermal Throttle

Thermal Management throttles the processor back as it reaches its maximum
operating temperature. Throttling reduces the number of processing cycles,
thereby diminishing the heat dissipation of the CPU. This cools the unit. Once the
CPU has reached a safe operating temperature, thermal throttling is automati-
cally disabled, and normal full speed processing begins again.

» Execute Disable Bit Capability

Intel's Execute Disable Bit functionality can prevent certain classes of malicious
"buffer overflow" attacks when combined with a supporting operating system.
This functionality allows the processor to classify areas in memory by where
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application code can execute and where it cannot. When a malicious worm
attempts to insert code in the buffer, the processor disables code execution,
preventing damage or worm propagation.

» Core Multi-Processing

CMP (Core Multi Processing) is the ability to have many independent processing
cores on a single die, each with their own L1 Code & Data caches, Local APICs
& thermal controls, while having a shared L2 cache, power management & bus
interface. Intel multi-core architecture has a single Intel processor package that
contains two or more processor "execution cores," or computational engines to
enable enhanced performance and more-efficient simultaneous processing of
multiple tasks.

» PECI
This setting controls the Intel PECI (Platform Environment Control Interface)
interface in the processor for better thermal management.

» Intel(R) SpeedStep(tm) Tech

EIST (Enhanced Intel SpeedStep Technology) allows the system to dynamically
adjust processor voltage and core frequency, which can result in decreased
average power consumption and decreased average heat production.

» IDE Configuration

3-8

Confi SATAKL as [IDE]

SATA#2 Configuration [Enhanced]

» Primary IDE Master : [Not Detectedl
» Secondary IDE Master : [Not Detected]
» Third IDE Master : [Not Detected]
» Third IDE Slave : [Not Detected]
» Fourth IDE Master : [Not Detected]
» Fourth IDE Slave : [Not Detected]
» Fifth IDE Master : [Not Detected]
» Fifth IDE Slave : [Not Detected]
L

» SATA#1 Configuration, SATA#2 Configuration
These settings specify the operation modes of the SATA ports.

» Configure SATA#1 as
This setting specifies the function of the on-chip SATA controller.
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» Primary/Secondary/Third/Fourth/Fifth IDE Master/Slave

LBA/Large Mode
Block (Multi-Sector
PI0 Hode
DMA Mode
S.0.R.T.
32Bit Data Transfer

[Type]

[LBA/Large Mode]

[Block(Multi-Sector Transfer)]
[PIO Mode]

[DMA Mode]
[S.M.AAR.T]

[32 Bit Data Transfer]

[Autol
Transfer) [Autol
[Autol
[Autol
[Autol
[Enabled]

Press PgUp/<+> or PgDn/<-> to select
[Manual], [None] or [Auto] type. Note that the
specifications of your drive must match with
the drive table. The hard disk will not work
properly if you enter improper information for
this category. If your hard disk drive type is
not matched or listed, you can use [Manual] to
define your own drive type manually.
Enabling LBA causes Logical Block Ad-
dressing to be used in place of Cylinders,
Heads and Sectors

Any selection except Disabled determines
the number of sectors transferred per block
Indicates the type of PIO (Programmed Input/
Output)

Indicates the type of Ultra DMA

This allows you to activate the S.M.A.R.T.
(Self-Monitoring Analysis & Reporting
Technology) capability for the hard disks. S.
M.A.R.T is a utility that monitors your disk sta
tus to predict hard disk failure. This gives you
an opportunity to move data from a hard disk
that is going to fail to a safe place before the
hard disk becomes offline.

Enables 32-bit communication between

CPU and IDE controller
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» Floppy Configuration

anced [T e S |
} Flappy Configuration
[Floppy A - 60 SR [§ 3%
Floppy B [Disabled]

» Floppy A, Floppy B
This setting allows you to set the type of floppy drives installed.

» Super 10 Configuration

Configure Win627DHG Super ID Chipset

(nBoard Floppy Controller [Enabled]

Serial Portl Address [3F8/1RQ41
Serial Port2 Address [2F8/1IRQ31
Serial Port2 Mode [Normall

» Onboard Floppy Controller
This setting disables/enables the onboard floppy disk drive controller.

» Serial Port 1 Address, Serial Port 2 Address
Select an address and a corresponding interrupt for the serial port 1/2.

» Serial Port2 Mode
This setting allows you to specify the operation mode for the serial port 2.
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» IPM| SDR Hardware Health Information
These items display the current status of all of the monitored hardware devices/
components such as voltages, temperatures and all fans’ speeds.

°C/98°F
:40°C/105°F

SYS FAN4 Speed  :N/A
SYS FANS Speed :N/A
SYS FANG6 Speed :N/A




- MS-9665 Server Board

» ACPI Configuration

> Chlpse't\ RCPI Cl:mf 1guratmn

» General ACPI Configuration

General ACPI Configuration

[Sicpend node 51 (P05

» Suspend Mode

This item specifies the power saving modes for ACPI function. If your oper-
ating system supports ACPI, you can choose to enter the Standby mode in
S1 (POS) or S3 (STR) fashion through the setting of this field.

» Chipset ACPI Configuration

South Bridge ACPI Configuration

LISE Device Wakeup T
High Performance Event Timer [Disabled]

» USB Device Wakeup From S3
This setting allows the activity of the USB device to wake up the system
from the S3 sleep state.

» High Performance Event Timer

The High Precision Event Timer (HPET) was developed jointly by Intel and
Microsoft to meet the timing requirements of multimedia and other time-sensitive
applications. In addition to extending the capabilities and precision of a system,
the HPET also improves system performance.
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» APM Configuration

vanced AR i R R O

APN Configuration

fidvanced Resume Event Controls

R;;;me On LAN [Disabled]

Resume On PHE# [Disabledl
Resume On RIC Alarm [Disabled]

» Resume On Ring
An input signal on the serial Ring Indicator (RI) line (in other words, an incoming
call on the modem) awakens the system from a soft off state.

» Resume On LAN
This field specifies whether the system will be awakened from power saving
modes when activity or input signal of onboard LAN is detected.

» Resume On PME#

When setting to [Enabled], this setting allows your system to be awakened from
the power saving modes through any PME (Power Management Event) on PCI
slots.

» Resume On RTC Alarm
When [Enabled], your can set the date and time at which the RTC (real-time
clock) alarm awakens the system from suspend mode.
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» Event Log Configuration

Bvent Logging details

Mar] *‘éli euenfs as read
Clear Event Log

» View Event Log
Press [Enter] to view the contents of the DMI event log.

» Mark All Events As Read

Press [Enter] and a screen pops up, asking users to confirm whether or not to
clear all DMI event logs immediately. Press [Y] and [Enter], the BIOS will clear all
DMI event logs right away.

» Clear Event Log
When this setting is set to [Yes], the DMI event log will be cleared at next POST
stage. Then, the BIOS will automatically set this option to [No].
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» IPMI 2.0 Configuration

PMI 2.0 Configuration

Status Of BHC Working
BMC Firnuare version 1.05

Clear BHC System Event Log

BHC Watch Dog Timer Action [Disabled]
Notify BMC FAN Type [3 PINI

» BHC LAN Configuration

» Status of BMC, BMC Firmware Version
These settings show the status of the BMC (Baseboard Management Controller)
chip and its firmware version. Read only.

» View BMC System Event Log
Use this function to view system event logs recorded by BMC.

Total Number Of Entries: 512

SEL Record ID: 0001

SEL Record Type: 02 (System Event)
Event Timestamp: Feb 16, 2087 12:45:13
Generator ID: 0001

Event Message Format Uer: 04 (IPHI ver 2.0
Event Sensor Type: OF (POST Error)

Event Sensor Mumber : 00

Event Dir Tupe: 00

Event Data: 00 00 00

» Clear BMC System Event Log
Use this function to clear system event logs recorded by BMC.

» BMC Watch Dog Timer Action
Select the watch-dog timer response.

» Notify BMC FAN Type
This setting selects the BMC fan type.
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» BMC LAN Configuration
Use these settings to set up the IP address, gateway, and IP subnet mask for
your system network.

AN Configuration.

BMC IP Source: Static IP
Current MAC address in BHC: 00.02.04.06.08.00

Current IP address in BHC: 192.168.001.007
Current Subnet Mask in BMC: 255.255.255.000
Current Gateway in BHC: 192.168.001.001

» Remote Access Configuration

TR R

2 figurelhnnfehwe&s and parameters

ETEa e

Kemole B

Serial port number [COM11

Base fAddress. IRQ [3F8h, 4
Serial Port Hode [115200 8.n.1]
Flow Control [Nonel
Redirection After BIOS POST [Aluays]
Terninal Type [ANSI]
UT-UTF8 Combo Key Support [Enabled]

Sredir Memory Display Delay [No Delayl

» Remote Access

The setting enables/disables the remote access function. When set to [Enabled],
users may configure the following settings for remote access type and
parameters.

» Serial Port Number, Base Address, IRQ, Serial Port Mode
Use these settings to configure ports for remote access.

» Flow Control

Flow control is the process of managing the rate of data transmission between
two nodes. It’s the process of adjusting the flow of data from one device to
another to ensure that the receiving device can handle all of the incoming data.
This is particularly important where the sending device is capable of sending
data much faster than the receiving device can receive it.
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» Redirection After BIOS POST
This setting determines whether or not to keep terminals’ console redirection
running after the BIOS POST has booted.

» Terminal Type

To operate the system’s console redirection, you need a terminal supporting
ANSI terminal protocol and a RS-232 null modem cable connected between the
host system and terminal(s). This setting specifies the type of terminal device
for console redirection.

» VT-UTF8 Combo Key Support
This setting enables/disables the VT-UTF8 combination key support for ANSI/
VT100 terminals.

» Sredir Memory Display Delay
Use this setting to set the delay in seconds to display memory information.

» Trusted Computing

F o

Trusted Computing

TCG/TPH SUPFU

» TCG/TPM Support

This setting controls the Trusted Platform Module (TPM) designed by the Trusted
Computing Group (TCG). TPMs are special-purpose integrated circuits (ICs)
built into a variety of platforms to enable strong user authentication and ma-
chine attestation—essential to prevent inappropriate access to confidential
and sensitive information and to protect against compromised networks. TPM
Services is now a new feature set in Windows Server "Longhorn" and Win-
dows Vista.
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BIOS SETUP UTILITY

Security Chipset

Configure Settings
during Systenm Boot.

» Boot Device Priority
» Removable Drives

«  Select Screen

14 Select Iten
Enter Go to Sub Screen
F1 General Help
F10  Save and Exit
ESC  Exit

-2006, American Megatrends, Inc.

TRl b S T e e e b3

ting; Configuration

i LR IS

|

[Disabled]

AddDn ROM Display Mode [Force BIOS]
Bootup Num-Lock [Onl

PS/2 Mouse Support [Autol

Wait For 'F1’ If Error [Enabled]
Hit "DEL’ Message Display [Enabled]
Interrupt 19 Capture [Enabled]

» Quick Boot

Enabling this setting will cause the BIOS power-on self test routine to skip some
of its tests during bootup for faster system boot.
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» Quiet Boot

This BIOS feature determines if the BIOS should hide the normal POST mes-
sages with the motherboard or system manufacturer's full-screen logo.
When it is enabled, the BIOS will display the full-screen logo during the boot-up
sequence, hiding normal POST messages.

When it is disabled, the BIOS will display the normal POST messages, instead of
the full-screen logo.

Please note that enabling this BIOS feature often adds 2-3 seconds of delay to
the booting sequence. This delay ensures that the logo is displayed for a
sufficient amount of time. Therefore, it is recommended that you disable this
BIOS feature for a faster boot-up time.

» AddOn ROM Display Mode

This item is used to determine the display mode when an optional ROM is
initialized during POST. When set to [Force BIOS], the display mode used by AMI
BIOS is used. Select [Keep Current] if you want to use the display mode of
optional ROM.

» Bootup Num-Lock

This setting is to set the Num Lock status when the system is powered on.
Setting to [On] will turn on the Num Lock key when the system is powered on.
Setting to [Off] will allow users to use the arrow keys on the numeric keypad.

» PS/2 Mouse Support
Select [Enabled] if you need to use a PS/2-interfaced mouse in the operating
system.

» Wait For ‘F1’ If Error

When this setting is set to [Enabled] and the boot sequence encounters an
error, it asks you to press F1. If disabled, the system continues to boot without
waiting for you to press any keys.

» Hit ‘DEL’ Message Display
Set this option to [Disabled] to prevent the message as follows:
Hit Del if you want to run setup
It will prevent the message from appearing on the first BIOS screen when the
computer boots. Set it to [Enabled] when you want to run the BIOS Setup Utility.

» Interrupt 19 Capture

Interrupt 19 is the software interrupt that handles the boot disk function. When
enabled, this BIOS feature allows the ROM BIOS of these host adaptors to
"capture" Interrupt 19 during the boot process so that drives attached to these
adaptors can function as bootable disks. In addition, it allows you to gain ac-
cess to the host adaptor's ROM setup utility, if one is available.

When disabled, the ROM BIOS of these host adaptors will not be able to "cap-
ture" Interrupt 19. Therefore, you will not be able to boot operating systems
from any bootable disks attached to these host adaptors. Nor will you be able to
gain access to their ROM setup utilities.
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» Boot Device Priority

} Boot Device Priority

» 1st Boot Device

The items allow you to set the sequence of boot devices where BIOS attempts
to load the disk operating system. First press <Enter> to enter the sub-menu.
Then you may use the arrow keys ( -~ ) to select the desired device, then
press <+>, <-> or <PageUp>, <PageDown> key to move it up/down in the
priority list.

» Removable Drives

B e
Removable Drives

» 1st Drive

This setting allows users to set the priority of the removable devices. First
press <Enter> to enter the sub-menu. Then you may use the arrow keys (-~ )
to select the desired device, then press <+>, <-> or <PageUp>, <PageDown>
key to move it up/down in the priority list.
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I Security

BIOS SETUP UTILITY

Hain Advanced Boot Security Chipset

Security Settings Install or Change t}e—l
d.

Supervisor Password :Not Installed

User Passuord :Not Installed
Change User Password

Chassis Intrusion [Enabled]

Boot Sector Virus Protection  [Disabled]

«  Select Screen
11 Select Iten
Enter Change

F1 General Help
F10  Save and Exit

ESC  Exit J

» Supervisor Password / Change Supervisor Password
Supervisor Password controls access to the BIOS Setup utility. These settings allow
you to set or change the supervisor password.

» User Password / Change User Password
User Password controls access to the system at boot. These settings allow you to
set or change the user password.

» Chassis Intrusion

The field enables or disables the feature of recording the chassis intrusion status
and issuing a warning message if the chassis is once opened. To clear the warning
message, set the field to [Reset]. The setting of the field will automatically return to
[Enabled] later.

» Boot Sector Virus Protection

This function protects the BIOS from accidental corruption by unauthorized users or
computer viruses.
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I Chipset

BIOS SETUP UTILITY

Boot (I

“pdvanced Chipset Settings Configure North fridge
features.

UARNING: Setting wrong values in below sections
may cause system to malfunction.

re

» South Bridge Configuration

«  Select Screen

11 Select Item
Enter Go to Sub Screen
F1 General Help
F10  Save and Exit
ESC  Exit

ligper-Threading Function  [Enabledl

Crystal Beach/DMA/IOAT [Enabled]
MCH Channel Mode [Channel Interleavel
Patrol Scrubbing [Enabled]
Demand Scrubbing [Enabled]

Read Completion Coalescing [fAutol

» Hyper-Threading Function
Hyper-Threading Technology (HT Technology) provides thread-level parallelism
on each processor, resulting in more efficient use of processor resources,
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higher processing throughput, and improved performance on today's
multithreaded software.

» Crystal Beach/DMA/IOAT
Use this setting to enable/disable the 1/0O Acceleration Technology (IOAT) for
fast, scaleable, and reliable networking.

» MCH Channel Mode
This setting specifies the MCH memory channel mode.

» Patrol Scrubbing, Demand Scrubbing
These settings support demand and patrol scrubbing to detect and repair memory

problems. If it encounters a memory problem that cannot be repaired, it marks
the bad location so that it will not be used in the future.

» Read Completion Coalescing
This setting controls the coalescing mechanism for read operations.

» South Bridge Configuration

South Bridge Chipset Configuration

USB 2.0 Controller [Enabled]
GBE LAN(82566DM) Controller [Enabled]
82566DM LAN Boot Rom [Disabled]

82566DH LAN Wake Up From S5 [Disabled]
GbE LAN(82573V) Controller [Enabled]

82573V LAN Boot Rom [Disabled]
HDA Controller [Enabled]
Restore on AC Power Loss [Power 0ff]

» Boot Graphics Adapter Priority
This item specifies which VGA card is your primary graphics adapter.

» USB 2.0 Controller

Set to [Enabled] if you need to use any USB 2.0 device in the operating system
that does not support or have any USB 2.0 driver installed, such as DOS and
SCO Unix.

» GbE LAN (82566DM) Controller, GbE LAN (82573V) Controller
These settings disable/enable the specified LAN controllers.

» 82566DM LAN Boot ROM, 82573V LAN Boot ROM
The items enable or disable the initialization of the onboard LAN Boot ROMs
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during bootup. Selecting [Disabled] will speed up the boot process.

» 82566DM LAN Wake Up From S5
This field specifies whether the system will be awakened from power sav-
ing modes when activity or input signal of onboard LAN is detected.

» HDA Controller
This setting controls the High Definition Audio interface integrated in the
Southbridge.

» Restore on AC Power Loss
This setting specifies whether your system will reboot after a power failure or
interrupt occurs. Available settings are:
[Power Off] Leaves the computer in the power off state.
[Power On] Leaves the computer in the power on state.
[Last State] Restores the system to the previous status before power
failure or interrupt occurred.
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BIOS SETUP UTILITY

Main  Advanced Boot Security Chipset

Exit Options Exit system setup
after saving the

'Save Chanoes and Exit changes.

Discard Changes and Exit

Discard Changes F10 key can be used

for this operation.
Load Optimal Defaults
Load Failsafe Defaults

«  Select Screen

tL Select Item
Enter Go to Sub Screen
F1  General Help
F10  Save and Exit
ESC  Exit

» Save Changes and Exit
Save changes to CMOS and exit the Setup Utility.

» Discard Changes and Exit
Abandon all changes and exit the Setup Utility.

» Discard Changes
Abandon all changes and continue with the Setup Utility.

» Load Optimal Defaults
Use this menu to load the default values set by the mainboard manufacturer specifi-
cally for optimal performance of the mainboard.

» Load Failsafe Defaults
Use this menu to load the default values set by the BIOS vendor for stable system
performance.
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Appendix A

Intel ICHOR SATA RAID

This appendix will assist users in configuring and en-
abling RAID functionality on platforms

The ICH9R RAID solution supports RAID level 0
(striping), RAID level 1 (mirroring), RAID level 5 (striping
with parity) and RAID level 10 (striping and mirroring).

MSI

MICRO-STAR INTERNATIONAL
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I ICHOR Introduction

The ICH9R provides a hybrid solution that combines 6 independent SATAII ports for
support of up to 6 Serial ATAIl (Serial ATAIl RAID) drives.

Serial ATAII (SATAII) is the latest generation of the ATA interface. SATA hard drives
deliver blistering transfer speeds up to 300MB/sec. Serial ATA uses long, thin cables,
making it easier to connect your drive and improving the airflow inside your PC. The
most outstanding features are:

1. Supports 300MB/s transfers with CRC error checking.

2. Supports Hot-plug-n-play feature.

3. Data handling optimizations including tagged command queuing, elevator
seek and packet chain command.

Intel® ICHIR offers RAID level 0 (Striping), RAID level 1 (Mirroring and Duplexing),
RAID level 5 (Block Interleaved Distributed Parity), RAID level 10 (A Stripe of Mirrors)
and Intel® Martix Storage Technology.

RAID 0 breaks the data into blocks which are written to separate hard drives. Spreading
the hard drive I/O load across independent channels greatly improves /O performance.
RAID 1 provides data redundancy by mirroring data between the hard drives and
provides enhanced read performance. RAID 5 Provides data striping at the byte level
and also stripe error correction information. This results in excellent performance
and good fault tolerance. Level 5 is one of the most popular implementations of RAID.
RAID 10 Not one of the original RAID levels, multiple RAID 1 mirrors are created, and
a RAID 0 stripe is created over these. Intel Matrix RAID Technology is the advanced
ability for two RAID volumes to share the combined space of two hard drives being
used in unison.

Important

The least number of hard drives for RAID 0, RAID 1 or Matrix mode is 2. The
least number of hard drives for RAID 10 mode is 4. And the least number of
hard drives for RAID 5 mode is 3.
All the information/ volumes/ pictures listed in your system might differ from
the illustrations in this appendix.
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I BIOS Configuration

The Intel Matrix Storage Manager Option ROM should be integrated with the system
BIOS on all motherboards with a supported Intel chipset. The Intel Matrix Stroage
Manager Option ROM is the Intel RAID implementation and provides BIOS and DOS
disk services. Please use <Ctrl> + <I> keys to enter the “Intel(R) RAID for Serial ATA”
status screen, which should appear early in system boot-up, during the POST
(Power-On Self Test). Also, you need to enable the RAID function in BIOS to create,
delete and reset RAID volumes.

Using the Intel Matrix Stroage Manager Option ROM

1. Creating, Deleting and Resetting RAID Volumes:

The Serial ATA RAID volume may be configured using the RAID Configuration utility
stored within the Intel RAID Option ROM. During the Power-On Self Test (POST), the
following message will appear for a few seconds:

The “Driver Model”, “Serial #” and “Size” in the following example might be
different from your system.

Intel(R) Matrix Storage Manager option ROM v7.5.0.1017 ICH9R wRAID5
Copyright(C) 2003-07 Intel Corporation, All Rights Reserved.'

RAID Volumes
None defined.

Physical Disks::
Port Device Model Serial # Size Type/Status(Vol ID)
0 HDS722580VLSA80 VNRB3EC20549SL 76.7GB

HDS722580VLSA80 VNRB3EC20559SL 76.7GB

1
2 HDS722580VLSA80 VNRB3EC20569SL 76.7GB
3 HDS722580VLSA80 VNRB3EC20579SL 76.7GB

Press RJI1{MEY to enter Configuration Utility..

After the above message shows, press <Ctrl> and <I> keys simultaneously to enter
the RAID Configuration Utility.

The following procedure is only available with a newly-built system or if you
are reinstalling your OS. It should not be used to migrate an existing system
to RAID.
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appear:

RAID Volumes:
None defined.

Physical Disks:

Port Device Model

0 HDS722580VLSA80
1 HDST22580VLSA80
2 HDST22580VLSA80
3 HDS722580VLSA80

{]Change

- MS-9665 Server Board

\ID Volume
Delete RAID Volume

Serial #

VNRB3EC20549SL
VNRB3EC20559SL
VNRB3EC20569SL
VNRB3EC20579SL

After pressing the <Ctrl> and <I> keys simultaneously, the following window will

Intel(R) Matrix Storage Manager option ROMv7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. AllRights Reserved.

Reset Disks to Non- RAID

Exit

Size

76.7GB
76.76B
76.76B
76.76B

[ESC]-Previous Menu

(1) Create RAID Volume

1. Select option 1 “Create RAID Volume” and press <Enter> key. The following
screen appears. Then in the Name field, specify a RAID Volume name and
then press the <TAB> or <Enter> key to go to the next field.

2. Use the arrow keys to select the RAID level best suited to your usage model

in RAID Level.

Type/Status(Vol ID)

[ENTER]-Select

Intel(R) Matrix Storage Manager option ROMv7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. AllRights Reserved.

| |Change

A4

RAID Level:

[
Name
Disks :

Strip Size:
Capacity:

I
Select Disks
64KB

Volumed

a

2280 GB

Create Volume

[

I

Choose the RAID level :

RAIDO
RAID1

RAIDS

[TABJ-Next

- Stripes data (performance).
- Mirrors data (redundancy).
RAID10 - Mirrors data and stripes the mirror.

- Stripes data and parity.

[ESC]-Previous Menu

[ENTER]-Select
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In the Disk field, press <Enter> key and the following screen appears. Use
<Space> key to select the disks you want to create for the RAID volume, then
click <Enter> key to finish selection.

Intel(R) Matrix Storage Manager option ROMv7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. AllRights Reserved.

[ ]

Name: Volume0
RAIDLevel: RAIDS(Parity)

Port Drive Model Size  Status
0 HD \ 0 E 9SL

7GB  Non-RAID Disk
2 HDS722580VLSA80 VNRB3EC20569SL 76.7GB  Non-RAID Disk
3 HDS722580VLSAB0 VNRB3EC20579SL 76.7GB  Non-RAID Disk

Select 3 to 4 disks to use in creating the volume.

[ }]-Previous/Next [SPACE]-Selects [ENTER]-Selection Complete

JChange [TAB]-Next [ESC]-Previous Menu [ENTER]-Select

Then select the strip value for the RAID array by using the “upper arrow” or
“down arrow” keys to scroll through the available values, and pressing the
<Enter> key to select and advance to the next field. The available values
range from 4KB to 128 KB in power of 2 increments. The strip value should be
chosen based on the planned drive usage. Here are some typical values:
RAIDO — 128KB

RAID10 — 64KB

RAID5 — 64KB

Then select the capacity of the volume in the Capacity field. The default
value is the maximum volume capacity of the selected disks.

Intel(R) Matrix Storage Manager option ROMv7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. AllRights Reserved.

[ ]

Name: Volume0
RAIDLevel: RAIDS(Parity)

Disks: Select Disks
StripSize:  64KB
Capacily:

Create Volume

[HELP]

Enter the volume capacity. The default value indicates the

maximum volume capacity using the selected disks. If less
than the maximum capacity is chosen, creation of a second
volume is needed to ufilize the remaining space.

[! |]Change [TAB]-Next [ESC]-Previous Menu [ENTER]-Select
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Since you want to create two volumes (Intel Matrix RAID Technology), this
default size (maximum) needs to be reduced. Type in a new size for the first
volume. As an example: if you want the first volume to span the first half of the
two disks, re-type the size to be half of what is shown by default. The second
volume, when created, will automatically span the remainder of two hard
drives.

6. Then the following screen appears for you to confirm if you are sure to
create the RAID volume. Press <Y> to continue.

Intel(R) Matrix Storage Manager option ROMv7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. All Rights Reserved.

( I

Name:
RAID Level:
Disks :

Volume0
RAIDS(Parity)
Select Disks

StripSize:  64KB
Capacity:

2280 GB

WILL BE LOST.
Are you sure you want to create this volume? (YIN):

Press ENTER to Create the specified volume

[! |]Change [TAB]-Next [ESC]-Previous Menu [ENTER]-Select

7. Then the following screen appears to indicate that the creation is finished.
Intel(R) Matrix Storage Manager option ROM v7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. All Rights Reserved.
]

. ume 3. ResetDisk to Non-RAID
2 4. Exit

RAID Volumes::
ID Name
0 Volume0

(]
RAID5 (Parity)

Strip
64KB

Size Status Bootable
228.0GB Yes

Physical Disks::

Port Device Model Serial # Size Type/Status(Vol 1D)

A6

0 HDS722580VLSA80

1
2
3

HDS722580VLSA80
HDST722580VLSA80
HDS722580VLSAS0

| |Change

VNRB3EC20549SL
VNRB3EC20559SL
VNRB3EG20569SL
VNRB3EC20579SL

76.7GB
76.7GB
76.7GB
76.7GB

[ESC]-Previous Menu

[ENTER]-Select
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(2) Delete RAID Volume

Here you can delete the RAID volume, but please be noted that all data on RAID
drives will be lost.

Important

If your system currently boots to RAID and you delete the RAID volume in the
Intel RAID Option ROM, your system will become unbootable.

Select option 2 Delete RAID Volume from the main menu window and press
<Enter> key to select a RAID volume for deletion. Then press <Delete> key to
delete the selected RAID volume. The following screen appears.

Intel(R) Matrix Storage Manager option ROM v7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. All Rights Reserved.

Name Level Drives Capacity Status Bootable
Volume0 RAID5(Parity) 3 228.0GB Yes

N THE

Are you sure you want to delete *Volume0"?

Deleting a volume will reset the disks to non-RAID

ALLDISK DATAWILL BE DELETED

[T |]Select [<ESC>]-Previous Menu [<DEL>]-Delete Volume

Press <Y> key to accept the volume deletion.
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(3) Reset Disks to Non-RAID

Select option 3 Reset Disks to Non-RAID and press <Enter> to delete the RAID
volume and remove any RAID structures from the drives. The following screen
appears:

Intel(R) Matrix Storage Manager option ROM v7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-07 Intel Corporation. All Rights Reserved.

[ ]

1. Create RAID Yolume Reset Disks to Non- RAID

3
[ ]
Resetting RAID disk will remove its R
and revertit to anon-RAID disk.

AID structures

e 0
Size  Status
VNRB3EC2
2 HDS722580VLSABD  VNRB3EC20568SL 76.768
Select the disks that should be reset.

[ V]-Previous/Next [SPACE]-Selects [ENTER]-Selection Complete

[ESC

Press <Y> key to accept the selection.

Important

1. You will lose all data on the RAID drives and any internal RAID structures
when you perform this operation.

2. Possible reasons to ‘Reset Disks to Non-RAID’ could include issues such
as incompatible RAID configurations or a failed volume or failed disk.
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I Installing Driver

Install Driver in Windows Vista/ XP / 2003

U New Windows Vista / XP / 2003 Installation
The following details the installation of the drivers while installing Windows XP /
2003.

1. When you start installing Windows XP and older operating systems, you may
encounter a message stating, “Setup could not determine the type of one or
more mass storage devices installed in your system”. If this is the case, then
you are already in the right place and are ready to supply the driver. If this is
not the case, then press F6 when prompted at the beginning of Windows
setup.

2. Press the “S” key to select “Specify Additional Device”.

3. You should be prompted to insert a floppy disk containing the Intel® RAID
driver into the A: drive.

Note: For Windows Vista you can use Floppy, CD/DVD or USB.

2

Please follow the instruction below to make an “Intel® RAID Driver” for

yourself.

1. Insert the MSI CD into the CD-ROM drive.

2. Click the “Browse CD” on the Setup screen.

3. Copy all the contents in WIDE\InteNICH9R\Floppy to a formatted floppy
diskette.

4. The driver diskette for Intel® ICH9R RAID Controller is done.

4. For Windows Vista:

During the Operating system installation, after selecting the location to install
Vista click on “Load Driver” button to install a third party SCSI or RAID driver.

5. When prompted, insert the floppy disk or media (Floppy, CD/DVD or USB) you
created in step 3 and press Enter.

6. Select “Intel(R) ICH8R/ICHIR SATA RAID Controller” an press ENTER.

7. The next screen should confirm that you have selected the Intel® RAID
controller. Press ENTER again to continue.

8. You have successfully installed the Intel® Matrix Storage Manager driver, and
Windows setup should continue.

9. Leave the disk in the floppy drive until the system reboots itself. Windows
setup will need to copy the files from the floppy again after the RAID volume
is formatted, and Windows setup starts copying files.

U Existing Windows Vista/XP/2003 Driver Installation

1. Insert the MSI CD into the CD-ROM drive.

2. The CD will auto-run and the setup screen will appear.

3. Under the Driver tab, click on Intel IAA RAID Edition.

4. The drivers will be automatically installed.
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U Confirming Windows Vista/XP/2003 Driver Installation
1. From Windows Vista/XP/2003, open the Control Panel from My Computer
followed by the System icon.
2. Choose the Hardware tab, then click the Device Manager tab.
3. Click the "+" in front of the SCSI and RAID Controllers hardware type. The
driver Intel(R) ICH9R SATA RAID Controller should appear.

A-10



Intel ICH9R SATA RAID

I Installing Software

Install Intel Matrix Storage Console

The Intel Application Accelerator RAID Edition driver may be used to operate the hard
drive from which the system is booting or a hard drive that contains important data.
For this reason, you cannot remove or un-install this driver from the system after
installation; however, you will have the ability to un-install all other non-driver
components.

Insert the MSI CD and click on the Intel Matrix Storage Manager to install the
software.

) IIM’ {o the an’

Intel INF Up
Intel Ethern
Wi
Intel bz

Browse CD

Click on this item
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The InstallShield Wizard will begin automatically for installation showed as following:

o

<1 Intel(R) Matrix Storage Manager - InstaliShield(R) Wizard

Extracting Files
The contents of this package are being extracted.

Fleases wait while the Tnstal Shisdd(R) Wizard extracts the Fles needed to netal
InkedR) Fatriz Storage Manager on yeur computer, This may taks a few momants,

Roaing conkents of packsre:.

Click on the Next button to proceed the installation in the welcoming window.

Intel{R] Matrix Storage Manager 7.5.0.1017

Welcome to the setup for the Intel[R) Matrix Storage
Manager.

This zetup program will install Intel[R] Matrix Storage Manager onto your
computer, It iz strongly recommended that you exit all \Windows programs
before continuing setup.

LCancel
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The window shows the components to be installed. Click Next button to continue.

Intel{R] Matrix Storage Manager 7.5.0.1017

Warning!
Please read the following information:

The driver you are about to install might be used to control the hard dive
fram which this computer is boating or to control & hard drive that contains
impartant data

Fr this reason, you cannat remove of uninstall this driver from the computer
after installation. Howewver, you can uninstall other, non-critical components.
The following components can be uninstalled:

IntellR] Matrix Starage Consale
Help Documentation

Start Menu Shortcuts

Systern Tray lcon Service
Event Monitor Service

Click Mext to continue the setup. Click Cancel to exit the setup,

LCancel

After reading the license agreement in the following window, click Yes button to
continue.

Intel{R] Matrix Storage Manager 7.5.0.1017
License Agreement

Please read the tollowing license agreement caretully. Press the Page Down key
to wiew the rest of the agreement.

INTEL SOFTWARE LICENSE AGREEMENT [OEM # IHY # 15V Distribution & A
Single User] =
IMPORTANT - READ BEFORE COPYING, INSTALLING OR USING.

Do niot use or load this software and any associated materials (collectively.

the “Software'] until you have carefully read the follawing terms and

cohditions. By loading or using the Software, you agree to the terms of this
Aareement, IF you do not wish to 30 agree, do not install or use the Software,

Flease Also Note;

*|f you are an Original Equipment b anufacturer (OEM], Independent

Hardware Yendor [IHV), or Independent Software Vendor [15V), this complete
LICEWSE AGREEMENT applies: v

You must accept all of the terms of the license agreement in order to continue the
setup program. Do you accept the terms?

< Back
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The following window appears to show the Readme File Information. It shows the
system requirements and installation information.

Intel{R] Matrix Storage Manager 7.5.0.1017
Readme File Information

Refer ta the Readme file below ta view system requirements and installation
information. Press the Page Down key to view the rest of the file.

(113

Installation Readme far Intel[R) Matriz Storage Manager

Refer to the system requirements for the operating
systems supparted by Intel[F] Matrix Storage Manager.

Thiz document makes references to products developed by
Intel. There are some restrictions on how these products
may be used, and what information may be disclosed to
others. Please read the Disclaimer section at the bottom

of thiz document, and contact your Intel field
representative if you would ke mare information.

€

< Back - ﬂexh H LCancel

Once the installation is complete, the following window appears.

Intel{R] Matrix Storage Manager 7.5.0.1017
The setup for the Intel[R) Matrix Storage Manager is

complete.

“You must restart this computer for the changes to take effect. Would you
like to restart the computer now?

& ‘es, | wark to restart my computer now.

" Mo, | will restart my computer later.

Click Finizh, then remove any installation media from the drives.

[
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I RAID Migration Instructions

The Intel Matrix Storage Console offers the flexibility to upgrade from a single Serial
ATA (SATA) hard drive to RAID configuration when an additional SATA hard drive is
added to the system. This process will create a new RAID volume from an existing
disk. However, several important steps must be followed at the time the system is
first configured in order to take advantage of RAID when upgrading to a second
SATA hard drive:

1. BIOS must be configured for RAID before installing Windows on the single
SATA hard drive. Refer to On-Chip ATA Devices for properly setting of
the BIOS.

2. Install the Intel Application Accelerator RAID Driver during Windows Setup.
Refer to Installing Software for instructions on installing the driver dur-
ing Windows Setup.

3. Install the Intel Matrix Storage Console after the operating system is installed.

To create a volume from an existing disk, complete the following steps:

Important

A Create from Existing Disk operation will delete all existing data from the
added disk and the data cannot be recovered. It is critical to backup all
important data on the added disk before proceeding. However, during the
migration process, the data on the source disk is preserved.

After the Intel Matrix Storage Console has been successfully installed and the sys-
tem has rebooted, click on the Intel Application Accelerator shortcut link (Start --> All
Programs --> Intel Matrix Storage Manager --> Intel Matrix Storage Console)
and the following window will appear:

= Inna{fE) Matrls Sesraps Conmie EER

&5 View hard drive and volume status
All hard drives and volumes are DK,
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Create RAID Volume from Existing Disk

To create a RAID volume from an existing disk, choose Action --> Create RAID
Volume from Existing Hard Drive.

Note: The “Action” button only appears in advance mode. To enable the advance
mode, go to View --> Basic mode and click it.

o [n1el{R) Matrix Siorage Console

Irdemzdion
0 Cenirale
Faramelzr Vahe
i = Usage Mo RAID hard dirve
&3 Fout 1: HOT 72251 BOILAC Slahie sl
& Poat 2 HDS722680VLEAED Diewice Poat 0
= Poit T HDS722525v15480 Device Post Locatior Ibzinal
= =& Unused Pots Cimrsnt Sensl ATA Tranfer Mods  Ganarason 2
I Mol HOT7Z251E0LA3E0
X E“:; Enm: Srd humbar ATIINFIRTITIC TN
TR Fimiare REEart
Native Command Queuing Support Yes
Epeden Haed Diiva rez
S 1033 GE
£ A
£ 3

The Create RAID Volume from Existing Hard Drive Wizard pops up to lead you
for the following procedure. Click Next to continue.

m Existing Hard Drive Wizard

Create RAID Volume

Welcome to the Create RAID
Volume from Existing Hard Drive

Wizard
Thiz wazard migrates data from a sihgle ronRAID had dive to
anew RAID vol

Wolume mgration can take up o o hous depending on the
sze of the hard dives bergusad.

You may confinue bo use cther appcations durng this tme

Select Mewt o continus.
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(1) Step 1: Configure Volume

Here you can configure the new RAID volume by entering the volume name, selecting

the RAID level and strip size.

Create RAID Volume from Existing Har d Drive Wizard

Configure Yolume

Wolume hlame

| Voluae_0000

RAID Level
|RADD

Shiip Size:

*f'ou can configure the new RAID volume by entering a name and by selecting the
RAID level and strip size below.

The name iz mied to 15 Engfish alchanumeric chaacless.

|

[ <Back |[ mews | [ Concel |

U RAID Volume Name:

A desired RAID volume name needs to be typed in where the ‘RAID_Volume1’ text
currently appears above. The RAID volume name has a maximum limit of 16 characters.
The RAID volume name must also be in English alphanumeric ASCII characters.

U RAID Level:

Select the desired RAID level:

RAID 0 (Performance) —

RAID 1 (Redundancy) —

RAID 5 (Useful) —

A volume optimized for performance will allow you to
access your data more quickly.

A volume optimized for data redundancy will provide
you with a realtime duplicate copy of your data. Note:
Only half of the available volume space will be avail-
able for data storage.

RAID 5 can be used on three or more disks, with zero
or more spare-disks. The resulting RAID-5 device size
will be (N-1)*S, where N is the how many drive, S is the
size of the smallest drive in the array. If one of the disks
fail, all data are still intact. It can rebuild the disk from
the parity information. If spare disks are available, re-
construction will begin immediately after the device
failure. If two disks fail simultaneously, all data are lost.
RAID-5 can survive one disk failure, but not two or
more. Both read and write performance usually
increase, but can be hard to predict how much. Reads
are similar to RAID-0 reads, writes can be either rather
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expensive (requiring read-in prior to write, in order to
be able to calculate the correct parity information), or
similar to RAID-1 writes. The write efficiency depends
heavily on the amount of memory in the machine, and
the usage pattern of the array. Heavily scattered writes
are bound to be more expensive.
RAID 10 (Mirrored Stripes) —A RAID 1 array of two RAID 0 arrays.
U Strip Sizes:
Select the desired strip size setting. As indicated, the optimal setting is 128KB. Se-
lecting any other option may result in performance degradation. Even though 128KB
is the recommended setting for most users, you should choose the strip size value
which is best suited to your specific RAID usage model. The most typical strip size
settings are:
4KB: For specialized usage models requiring 4KB strips
8KB: For specialized usage models requiring 8KB strips
16KB: Best for sequential transfers
32KB: Good for sequential transfers
64KB: Good general purpose strip size
128KB: Best performance for most desktops and workstations

(2) Select the source disk

Then select the source disk that you wish to use and then click “--->” to move it to the
Selected field. Then click Next to continue.

It is very important to note which disk is the source disk (the one containing all of the
information to be migrated) and which one is the target disk. On a RAID Ready
system, this can be determined by making a note during POST of which port the single
disk is attached to.

You can also use the Intel Application Accelerator RAID Edition utility before the
second disk is installed to verify the Port and serial number of the drive that contains
all the data.

Create RAID Volume from Existing Hard Drive Wizard

Select Sowce Haud Drive
The data on the hard diive you select will be preserved and migrated across a new
RAID volumne:

Aalable Sebsatad

| Prat 0 HOT7225160LA3A0 - Senall
Peat 1. HDT7225180LA380 - Sedislt
| Pok 2 HO'5722580W.5A80 - Senall
Prut 3 HDS7225250 2480 - Sediall
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(3) Select Member Hard Drive(s)

Then select the member disk (the target disk) that you wish to use and then click “-
-->” to move it to the Selected field. Then click Next to continue.

Please note that the existing data on the selected hard drive(s) will be deleted
permanently. Do not forget to back up all the important data before continuing.

Create RAID Yolume from Existing Hard Drive Wizard E|
Select Member Hard Drivels]

Once the new RAID volume iz created, it will span the source hard drive as well as
1 to 3 member hard diivels)

Arvslabie Gedenied
|Podt 1 HOT7225160LA330 - Serid

Poet 2 HD 5 72258TVL5AS0 - Sevial

Post 2 HO5722525015A80 - Seri

e

WARHNING: Exsaling deta on lhe selected hard dimvee[s] wil be peimanenily deleted, Back up o
inpotant dabs before cortiwesg

¢ Bask el ahesl

Create RAID Yolume from Existing Hard Drive Wizard E|
Select Member Hard Drivels]

Once the new RAID volume iz created, it will span the source hard drive as well as
1 to 3 member hard diives)

Howaplabie Gelacind

WARHING: Exitng dota on the svlocted biand diveela] vl B peimarantly delcled, Bach up o
mpoitant data before conbruing.

| cBack |[ Mews | [ Cancel
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(4) Specify Volume Size

Specify the amount of available array space to be used by the new RAID volume. You
may enter the amount in the space or use the slider to specify. It is recommended you
use 100% of the available space for the optimized usage. For RAID 0 volume, if you
do not specify 100% of the hard drive space, the rest hard drive space will be
worked as RAID 1 volume, which is the new technology called Intel Matrix RAID. Then
click Next to continue.

Create RAID Yolume from Existing Hard Drive Wizard E|

Specify Yolume Size
Use the fields or the slider below to specify the amount of available array space to
be used by the new RAID volume.

Fasimum akme Size (GE): 2067
MMirimum Voumes Sze [GEF 1549
Peseaniage ol Avadabie S paes fi i}

Wolume Size IGB)L 3067

J

The minimin required size for ke FAID vakue i detemined by the size of the souce haid dive 11
Yol ereate 5 vehane Ml pas b b T o the bed dive Spoce, uen sy Sresle 5 seeond
ALY Wikime 1 138 Ihie 16800 space

] < Bask HMest s | Caneel

(5) Start Creating RAID Volume from Existing Hard Drive Wizard

Before you continue the procedure of RAID volume creation from existing hard drive,
read the dialogue box below carefully. Please note that once you click Finish, the
existing data on the selected hard drive(s) will be deleted permanently and this
operation cannot be undone. It is critical that you backup all important data before
selecting Finish to start the migration process.

Create RAID Volume from Existing Hard Drive Wizard

Completing the Create RAID
Volume from Existing Hard Drive
Wizard

Wolime migration can Lake up Lo tka haurs depending on the
size af the hard drives being used.

“r'ou may cortiraie §a uze cther applcainns durng this tme
WARNIMNG: Campleting iz action wil peemanenthy deleie
axisting data on the serecied hand dive(s) Back up al
inootant dats belore contiving

Seleet Finish 10 bagn megish dats b the pes vl

| cBack || Fewn | [ Cancel
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(6) Start Migration

The migration process may take up to two hours to complete depending on the size
of the disks being used and the strip size selected. A dialogue window will appear
stating that the migration process may take considerable time to complete, meanwhile
a popup dialogue at the taskbar will also show the migration status. While you can still
continue using your computer during the migration process, once the migration proc-
ess starts, it cannot be stopped. If the migration process gets interrupted and your
system is rebooted for any reason, it will pick up the migration process where it left
off. You will be provided with an estimated completion time (the remaining time will
depend on your system) once the migration process starts.

0% of Volume_ 0000 Migrution Cumpletud

Migration ks in progress, When migration is complstes,
ot bill nesd to rehoot pour susten Lo uge the endire
wolime capacity.

To recpen this dialos at 2y point dusing the
migration, nght-click o the migrating volume whilke in
the Advanced Mode of the IntelfR ] Matiix Storage
Corzale and select Show Migrabion Progress.

0% Complete - Time Remaning 1 hi 32 min 57 sec

The following screen appears if the migration process is completed successfully.
Then you have to reboot your system to use the full capacity of the new volume.

Migration Staius

a9 The migration was completed successfully, The system vill need to be rebocted b use the ful capacity of the new
t, wohame,

Dioyrau want to retaat the system nokd®

I TOUE of Violkwe U000 Migalion Comedsted
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I Degraded RAID Array

A RAID 1, RAID 5 or RAID 10 volume is reported as degraded when one of its hard
drive members fails or is temporarily disconnected, and data mirroring is lost. As a
result, the system can only utilize theremaining functional hard drive member. To re-
establish data mirroring and restore data redundancy, refer to the procedure below
that corresponds to the current situation.

Missing Hard Drive Member
1. Make sure the system is powered off.
2. Reconnect the hard drive.
3. Reboot the system to Windows; the rebuild will occur automatically.

Failed Hard Drive Member

1. Make sure the system is powered off.

2. Replace the failed hard drive with a new one that is of equal or greater
capacity.

3. Reboot the system to Intel RAID Option ROM by press <Ctrl> and <I> keys
simultaneously during the Power-On Self Test (POST).

Intel(R) Matrix Storage Manager option ROM v7.5.0.1017 ICH9R wRAID5
Copyright(C) 2003-06 Intel Corporation, All Rights Reserved.’

RAID Volumes

ID Name Size Status Bootable

Level Strip
0 Volume0 RAID10(RAID0+1) 64KB 153.4GB Degraded Yes

Physical Disks::

Port Device Model Serial # Size Type/Status(Vol ID)
0 HDS722580VLSA80 VNRB3IEC20549SL 76.7GB

1 HDS722580VLSA80 VNRB3EC20559SL 76.7GB

2 HDS722580VLSA80 VNRB3EC20569SL

3 HDS722580VLSA80 VNRB3EC20569SL

Press R i{KIld to enter Configuration Utility..

4. Select the port of the destination disk for rebuilding, and then press ENTER.

Intel(R) Matrix Storage Manager option ROM v7.5.0.1017 ICHIR wRAID5
Copyright(C) 2003-06 Intel Corporation. AllRights Reserved.
[ |
[ ]
Degraded volume and disk available for rebuildiing detected. Selecting
a disk initiates a rebuild. Rebuild completes in the operating system.

Select the port of the destination disk for rebuilding (ESC to ex):
Port Drive Model Serial # Size

[1 {]-Previous/Next [ENTER]-Select [ESC]-Exit

Il USYIVG IVUGH wsial T vies TYpEIGiaua YUl 1)

HD8722580VLSA80 VNRB3EC20549SL 76.76B
HDS722580VLSAB0  VNRB3EC20559SL 76.76B
HDS722580VLSAB0  VNRB3EC20569SL 76.7GB
HDS722580VLSA80 VNRB3EC20579SL 76.76B

[ESC]-Previous Menu [ENTER]-Select
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5. Exit Intel RAID Option ROM, and then reboot to Windows system.

6. When prompted to rebuild the RAID volume, click 'Yes'.

7. The Intel(R) Storage Utility will be launched. Right-click the new hard drive and
select 'Rebuild to this Disk'. The 'Rebuild Wizard" will be launched which will
guide you through the process of rebuilding to the new hard drive.

o [nielfR) Malrix Slorape Console r._._rE,
Bl Yew fcios Moo
= @B Inbsl NAID Conirellasy ndcrmasiion

= s Rnteli11YIC] I0V1/D/DH | SATA TAID Corianler
=8 ;ws Facamelsr s
2B Amy_00D Stalur Rsbukding, 25 comphets
'intel' = [ veura: emVokame Yes
( . (1] ¥olumed Vb e Bk, CachaErclibal My
= NI | land Crives RAID Level RAID 10 (swipirg ard minging
&3 Mort [ 5TIR00T345 ;’in Size ﬁ;ga
=3 Port 1: 5T312081385 ‘ | iz ‘ ‘
: Mumber of Hard Drives 4
T e Hand Diiwe Mereber 1 57312081345
D Hand Diive Horwber 2 T3 201345
& Hiscingl larc Drive Hand Dliive Member 3 57312081345
= Urused Mot Hantl D Menlost 4 ET316002345
= Mot iz Lrusad Faic &iap Ay 1000

= Mot 5: Unused ‘ | ‘ ‘
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Appendix B

LSI SAS RAID

This appendix explains how to configure and use the
components of the LSI Logic Integrated RAID (IR) soft-
ware with LS| SAS 1064/1064E & 1068/1068E
controllers.

MSI
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I 1. Introduction to Integrated RAID

This section provides an overview of the LS| Logic Integrated RAID solution for LSI
Logic SAS controllers, its features, and its benefits.

The LSI Logic Integrated RAID solution provides cost benefits for the server or
workstation market where the extra performance, storage capacity, and/or redun-
dancy of a RAID configuration are required. The two components of Integrated RAID
are:
» Integrated Mirroring (IM), which provides features of RAID 1 and RAID 1E
(RAID 1 Enhanced). RAID 1E is also called Integrated Mirroring Enhanced
(IME)
» Integrated Striping (IS), which provides features of RAID 0

By simplifying the IM and IS configuration options and by providing firmware support
in its host adapters, LS| Logic can offer the Integrated RAID solution at a lower cost
than a hardware RAID implementation.

Fusion-MPT™ firmware supports IM and IS volumes. You can configure IM and IS
volumes together on the same LS| Logic SAS controller.

Integrated RAID Benefits and Features

» Low cost RAID volume creation meets the needs of most internal RAID instal-
lations
» Easy to use - installation and configuration are not complex
» System can boot from an IM, IME, or IS volume
» No special OS-specific software required
» High reliability and data integrity
— Non-volatile write journaling
— Physical disks not visible to OS or to application software
» Low host CPU and PCI bus utilization
» Fusion-MPT architecture provides processing power
— Shared memory architecture minimizes external memory requests
— Functionality is contained in device hardware and firmware
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I 2. Integrated Mirroring Overview

This section provides an overview of the LSI Logic Integrated Mirroring (IM) feature.

2.1 Introduction

As a result of the shift towards Network Attached Storage (NAS), ISPs need a cost
effective, fault-tolerant solution to protect the operating systems on small form factor,
high-density, rack-mountable servers. The LS| Logic Integrated Mirroring (IM) fea-
ture—which includes Integrated Mirroring Enhanced (IME)—provide data protection
for the system boot volume to safeguard critical information such as the operating
system on servers and high performance workstations. The Integrated Mirroring
feature gives customers a robust, high-performance, fault-tolerant solution to their
storage needs, at a lower cost than a dedicated RAID controller.

The Integrated Mirroring feature supports simultaneous mirrored volumes with two
disks (IM) or three to eight disks (IME), to provide fault-tolerant protection for critical
data. (If a hot spare disk is used, the maximum volume size is seven mirrored disks,
plus the hot spare disk.) Up to two IM volumes are supported per SAS controller, with
up to ten drives total per controller.

V/ Note: Ten disk drives is the theoretical upper limit, although the SAS controller
itself may support fewer drives.

If a disk in an Integrated Mirroring volume fails, the hot swap capability allows the
volume to be easily restored by simply swapping disks. The firmware then automati-
cally re-mirrors the swapped disk. Additionally, each SAS controller can have one
global hot spare disk available to automatically replace a failed disk in the one or two
IM or IME volumes configured on the controller. The hot spare makes the Integrated
Mirroring volume even more fault-tolerant.

V/ Note: You can configure an Integrated Mirroring volume and an Integrated Striping
volume on the same LSI Logic SAS controller.

The IM feature uses the same device drivers as the standard LS| Logic Fusion-MPT
based controllers, providing seamless and transparent fault tolerance. This elimi-
nates the need for complex backup software or expensive RAID hardware. The IM
feature operates independently from the operating system, in order to conserve
system resources. The BIOSbased configuration utility makes it easy to configure IM
and IME volumes.

The Integrated Mirroring feature is currently available as an optional component of
the Fusion-MPT architecture on LS| Logic controller products.
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2.2 IM Features

Logic Integrated Mirroring and Integrated Mirroring Enhanced support the follow-
features:

» Configurations of one or two IM or IME volumes on the same LS| Logic SAS
controller. Each volume can consist of two mirrored disks (IM) or three to eight
mirrored disks (IME).

» (Optional) One global hot spare disk per controller. If a global hot spare disk is
defined, the upper limit for an IME volume is seven mirrored disks.

» Mirrored volumes run in optimal mode or in degraded mode (if one mirrored disk
fails)

» Hot swap capability

» Presents a single virtual drive to the OS for each IM/IME volume

» Supports both SAS and SATA disks, although the two types of disks cannot be
combined on the same LS| Logic SAS controller

» Fusion-MPT architecture

» Easy-to-use BIOS-based configuration utility (and DOS-based configuration
utility for manufacturing use only)

» Error notification: OS-specific event log updated by drivers and errors dis-
played inside the Fusion-MPT BIOS

» SES status LED support for Integrated Mirroring disks

» Write journaling, which allows automatic synchronization of potentially incon-
sistent data after unexpected power-down situations

» Metadata used to store volume configuration on mirrored disks

» Automatic background resynchronization while host 1/0Os continue

» Background media verification ensures that data on the IM volume is acces-
sible
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2.3 IM/IME Description

The LSI Logic Integrated Mirroring (IM) feature supports one or two mirrored volumes
on each LSI Logic SAS controller (or one mirrored volume and one Integrated Striping
volume). Typically, one of these volumes is the boot volume, as shown in Figure 2.1.
This is accomplished through the firmware of the LS| Logic SAS controller that
supports the standard Fusion-MPT interface. The runtime mirroring of the boot disk is
transparent to the BIOS, drivers, and operating system.

Host-based status software monitors the state of the mirrored disks and reports any

error conditions. In Figure 2.1 the system is configured with a second disk as a mirror
of the first (primary) disk.

Figure 2.1 Typical Integrated Mirroring Implementation

IM Volume

Primary  Mirror

A

SAS
NVSRAM
Y (For Write Journaling)
M
LSI Logic Fhed
Fusion-MPT
Controller
FLASH
(For Configuration)

The advantage of Integrated Mirroring (RAID 1), is that there is always a mirrored
copy of the data. The disadvantage is that writes take longer because data must be
written twice. On the other hand, performance is actually improved during reads.
Figure 2.2 shows the logical view and physical view of an Integrated Mirroring
configuration with two disks in the mirrored volume.

Figure 2.2 Integrated Mirroring with Two Disks

Logical View Physical View

C Yy 3 L3
=L EE
SR
= & &
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LSI Logic provides the BIOS-based configuration utility to enable the user to create IM
and IME volumes during initial setup and to reconfigure them in response to hardware

Figure 2.3

Logical View
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S
v
Mirrored Stripe 3’

Ne— ]

Mirrored Stripe 4

Mirrored Stripe 6

Mirrored Stripe n-2

Mirrored Stripe n’

failures or changes in the environment.

+

Physical View

Y
A

Mirrored Stripe 2

Mirrored Stripe 1’

N

Mirrored Stripe 5

Mirrored Stripe 4

Mirrored Stripe n-1

Mirrored Stripe (n-2)’

An IME volume can be configured with up to eight mirrored disks, or seven mirrored
disks and a global hot spare. Figure 2.3 shows the logical view and physical view of
an Integrated Mirroring Enhanced (IME) volume with three mirrored disks. Each mir-
rored stripe is written to a disk and mirrored to an adjacent disk. This type of configu-
ration is also called RAID 1E.

Integrated Mirroring with More than Two Disks (IME)

/\
v
Mirrored Stripe 2’

N

Mirrored Stripe 6

Mirrored Stripe 5’

Mirrored Stripe n

Mirrored Stripe (n-1)’



LSI SAS RAID

2.4 Integrated Mirroring Firmware

This section describes features of the LS| Logic Integrated Mirroring (IM) firmware,
which supports up to two IM volumes per LS| Logic SAS controller.

2.4.1 Host Interface
The IM host interface uses the Message Passing Interface, as described in the
Fusion-MPT Message Passing Interface Specification. Through the Fusion-
MPT interface, the host OS has access to the IM volume as well as the physical
disks.

2.4.2 Resynchronization with Concurrent Host I/O Operation
The IM firmware allows Host 1/Os to continue on the IM/IME volume while the
volume is being re-synchronized in the background. Resynchronization is at-
tempted after a hot spare is activated due to a physical device failure, or after
a hot swap has occurred to a physical disk in the IM or IME volume.

2.4.3 Metadata Support
The firmware supports metadata, which describes the IM/IME logical drive con-
figuration stored on each member disk. When the firmware is initialized, each
member disk is queried to read the stored metadata in order to verify the
configuration. The usable disk space for each member disk is adjusted down to
leave room for this data.

2.4.4 Hot Swapping

The IM firmware supports hot swapping. The hot-swapped disk is automatically
resynchronized in the background, without any host or user intervention. The
firmware detects hot swap removal and disk insertion.

Following a hot swap event, the firmware readies the new physical disk by
spinning it up and verifying that it has enough capacity for the mirrored volume.
The IM firmware resynchronizes all hot-swapped disks that have been removed,
even if the same disk is re-inserted. In a two-disk mirrored volume, the IM
firmware marks the hot-swapped disk as the secondary disk and marks the
other mirrored disk as the primary disk. The firmware resynchronizes all data
from the primary disk onto the new secondary disk.

2.4.5 SMART Support

The IM firmware enables Mode 6 SMART on the member disks in the mirrored
volume. Mode 6 SMART requires each physical disk to be polled at regular
intervals. If a SMART ASC/ASCQ code is detected on a physical disk in the
volume, the firmware processes the SMART data, and the last received SMART
ASC/ASCQ is stored in non-volatile memory. The IM/IME volume does not sup-
port SMART directly, since it is just a logical representation of the physical disks
in the volume.

2.4.6 Hot Spare Disk
One disk can be configured as a global hot spare disk, which protects data on
the one or two volumes configured on the controller. If the IM firmware fails one
of the mirrored disks, the firmware automatically replaces it with the hot spare
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disk. The IM firmware then resynchronizes the mirrored data. The IM firmware
is automatically notified when the failed disk has been replaced, and the firm-
ware then designates that disk as the new hot spare.

2.4.7 Media Verification

The IM firmware supports a background media verification feature that runs at
regular intervals when the IM/IME volume is in optimal mode. If the verification
command fails for any reason, the other disk’s data for this segment is read and
written to the failing disk in an attempt to refresh the data. The current Media
Verification Logical Block Address is written to non-volatile memory occasion-
ally to allow Media Verification to continue approximately where it left off prior
to a power-cycle.

2.4.8 Disk Write Caching
The IM firmware disables disk write caching by default. This is done to increase
data integrity, so that the disk write log stored in NVSRAM is always valid. If
disk write caching were enabled (not recommended), the disk write log could
be invalid.

2.4.9 NVSRAM Usage
For the LSISAS1064/1064E and LSISAS1068/1068E controllers, the IM firm-
ware requires at least a 32K NVSRAM in order to perform write journaling.
Write journaling is used to verify that the mirrored disks in the IM/IME volume are
synchronized with each other.

2.5 Fusion-MPT Support

The BIOS uses the LSI Logic Fusion-MPT interface to communicate to the SAS con-
troller and firmware to enable Integrated Mirroring. This includes reading the Fusion-
MPT configuration to gain access to the parameters that are used to define behavior
between the SAS controller and the devices connected to it. The Fusion-MPT drivers
for all supported operating systems implement the Fusion-MPT interface to communi-
cate with the controller and firmware.
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I 3. Creating Integrated Mirroring Volumes

This section describes how to create Integrated Mirroring (IM) and Integrated Mirror-
ing Enhanced (IME) volumes using the LSI Logic SAS BIOS Configuration Utility (SAS
BIOS CU).

3.1 IM Configuration Overview

You can use the SAS BIOS CU to create one or two IM or IME volumes on each LSI
Logic SAS controller, with an optional global hot spare disk. All disks in an IM or IME
volume must be connected to the same LS| Logic SAS controller.

Although you can use disks of different size in IM and IME volumes, the smallest disk
determines the “logical” size of each disk in the volume. In other words, the excess
space of the larger member disk is not used.

Refer to Section 2.2, “IM Features,” for more information about Integrated Mirroring
volumes.

3.2 Creating IM and IME Volumes

The SAS BIOS CU is part of the Fusion-MPT BIOS. When the BIOS loads during boot
and you see the message about the LSI Logic Configuration Utility, press Ctrl-C to
start the CU. After you do this, the message changes to:

Please wait, invoking SAS Configuration Utility...

After a brief pause, the main menu of the SAS BIOS CU appears. On some systems,
however, the following message appears next:

LSI Logic Configuration Utility will load following initialization!

In this case, the SAS BIOS CU will load after the system has completed its power-on
self test.

You can configure one or two IM or IME volumes per Fusion-MPT controller. You can
also combine IM, IME, and Integrated Striping volumes on the same controller, up to a
maximum of 10 physical disk drives.

The following guidelines also apply when creating an IM or IME volume:

» All physical disks in the volumes must be either SATA (with extended command
set support) or SAS (with SMART support). SAS and SATA disks cannot be
combined in the same volume.

» Disks must have 512-byte blocks and must not have removable media.

» An IM volume must have two drives, plus an optional global hot spare. An IME
volume. An IME volume can have three to eight drives, or three to seven drives
if you also create a global hot spare.

V/ Note: If a disk in an IM or IME volume fails, it is rebuilt on the global hot spare if one
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is available. So adding a global hot spare greatly increases the level of data
protection. (One global hot spare is allowed for the one or two volumes config
ured on a controller.)

3.2.1 Creating an IM Volume

B-10

Follow these steps to create an IM volume with the SAS BIOS CU:
1.

On the Adapter List screen, use the arrow keys to select an LS| Logic SAS
adapter.

2. Press Enter to go to the Adapter Properties screen, shown in Figure 3.1.

Figure 3.1 Adapter Properties Screen

LSTI Logic MPT Setup Utility v6.01.03.00
Adapter Properties -- SAS1068

Adapter SAS1068

PCI Slot 03

PCI Address (Bus/Dev/Func) 03:00:00

MPT Firmware Revision 00.03.23.00-IT

SAS Address 500605B0:0000C580
Status Enabled

Boot Order 1

Boot Support [Enabled BIOS & OS]

RAID Properties
SAS Topology
Advanced Adapter Properties

Esc = Exit Menu F1/Shift+1 = Help
Enter = Select Item -/+ = Change Item

. On the Adapter Properties screen, use the arrow keys to select RAID Proper-

ties on the screen and press Enter.

. When you are prompted to select a volume type, select Create IM Volume.

The Create New Array screen shows a list of disks that can be added to a
volume.

. Move the cursor to the “RAID Disk” column and select a disk. To add the disk to

the volume, change the “No” to “Yes” by pressing the + key, . key, or space
bar. When the first disk is added, the SAS BIOS CU prompts you to either keep
existing data or overwrite existing data.

. Press M to keep the existing data on the first disk or press D to overwrite it. If

you keep the existing data, this is called a migration. The first disk will be
mirrored onto the second disk, so the data you want to keep must be on the
first disk added to the volume. Any data on the second disk is overwritten. As
disks are added the Array Size field changes to reflect the size of the new
volume.

. (optional) Add a global hot spare by moving the cursor to the hot spare column

and pressing the + key, . key, or space bar.
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Figure 3.2 shows an IM volume configured with a global hot spare disk.

Figure 3.2 Create New Array Screen

LSTI Logic MPT Setup Utility v6.01.03.00
Create New Array -- SAS1068
Array Type: M
Array Size (MB) 34332
Slot Device Identifier RAID Hot Drive Pred Size
Num Disk Spr Status Fail (MB)
1 MAXTOR ATLAS15K2_ 36SAS BG34 [Yes] [No] Primary - 35074
2 MAXTOR ATLAS15K2_ 36SAS BG34 [Yes] [No] Secondary --- 35074
8 MAXTOR ATLAS15K2_ 36SAS BG34 [No] [Yes] Hot Spare --- 35074
11 MAXTOR ATLAS15K2_ 36SAS BG34 [No] [No] Max Dsks --- 35074
Esc = Exit Menu F1/Shift+1 = Help
Space/+/- = Select disk for array or hot spare C = Create array

. When the volume has been fully configured, press C and then select Save

changes then exit this menu to commit the changes. The SAS BIOS CU
pauses while the array is being created.

3.2.2 Creating an IME Volume

Follow these steps to create an IME volume with the SAS BIOS CU:

1.

2.
3.

On the Adapter List screen, use the arrow keys to select an LS| Logic SAS
adapter.

Press Enter to go to the Adapter Properties screen, shown in Figure 3.1.
On the Adapter Properties screen, use the arrow keys to select RAID Proper-
ties on the screen and press Enter.

. When you are prompted to select a volume type, select Create IME Volume.

The Create New Array screen shows a list of disks that can be added to a
volume.

. Move the cursor to the “RAID Disk” column and select a disk. To add the disk to

the volume, change the “No” to “Yes” by pressing the + key, . key, or space
bar.

. Repeat this step to select a total of three to eight disks for the volume (or three

to seven disks if you will create a global hot spare). All existing data on all the
disks you select will be overwritten. As you add disks, the Array Size field
changes to reflect the size of the new volume.

. (optional) Add a global hot spare to the volume by moving the cursor to the hot

spare column and pressing the + key, . key, or space bar.

. When the volume has been fully configured, press C and then select Save

changes then exit this menu to commit the changes. The SAS BIOS CU
pauses while the array is being created.

B-11




- MS-9665 Server Board

3.3 Creating a Second IM or IME Volume

The LSI Logic SAS controllers allow you to configure two IM or IME volumes. If one
volume is already configured, and if there are available disk drives, there are two
ways to add a second volume.

The first is as follows:
1. In the configuration utility, select an adapter from the Adapter List. Select the
RAID Properties option. This will display the current volume.
2. Press C to create a new volume.
3. Continue with step 4 of the IM or IME creation procedure in the previous section
to create a second volume.

The other way in which to add a second volume is as follows:

1. On the Adapter List screen, use the arrow keys to select an LS| Logic SAS
adapter.

2. Press Enter to go to the Adapter Properties screen, shown in Figure 3.1.

3. On the Adapter Properties screen, use the arrow keys to select RAID Proper-
ties and press Enter.

4. Continue with step 4 of the IM or IME creation procedure in the previous section
to create a second volume.
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3.4 Managing Hot Spares

You can create one global hot spare disk to protect the one or two IM/IME volumes
defined on a SAS controller. Usually, you create the global hot spare at the same time
you create the IM/IME volume. Follow these steps to add a global hot spare disk later
for the existing IM/IME volumes on the controller:

1. On the View Array screen, select Manage Array.

2. Select Manage Hot Spare on the Manage Array screen, shown in Figure 3.3.

Figure 3.3 Manage Array Screen

LSTI Logic MPT Setup Utility v6.01.03.00
Manage Array -- SAS1068

Identifier LSILOGICLogical Volume 3000
Type M

Scan Order 1

Size (MB) 34332

Status Optimal

Manage Hot Spare
Synchronize Array
Activate Array
Delete Array

Esc = Exit Menu F1/Shift+1 = Help
Enter = Choose array type to create Esc = Return to Adapter Properties

3. Select a disk from the list by pressing the + key, . key, or space bar.

4. After you select the global hot spare disk, press C. An error message appears
if the selected disk is not at least as large as the smallest disk used in the IM/
IME volume(s). The global hot spare disk must have 512-byte blocks, it cannot
have removable media, and the disk type must be either SATA with extended
command set support or SAS with SMART support. If SATA disks are used for
the IM/IME volume(s), the hot spare disk must also be a SATA disk. If SAS disks
are used, the hot spare disk must also be a SAS disk. An error message
appears if the selected disk is not the same type as the disks used in the IM/IME
volumes.

5. Select Save changes then exit this menu to commit the changes. The
configuration utility will pause while the global hot spare is being added.

Follow these steps to delete a global hot spare:
1. Select Manage Hot Spare on the Manage Array screen.
2. Select Delete Hot Spare and then press C.
3. Select Save changes then exit this menu to commit the changes. The
configuration utility will pause while the global hot spare is being removed.
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3.5 Other Configuration Tasks

This section explains how to do other tasks related to configuring and maintaining IM
and IME volumes.

3.5.1 Viewing Volume Properties
Follow these steps to view the properties of volumes:

1. In the SAS BIOS CU, select an adapter from the Adapter List. Select the RAID
Properties option. The properties of the current volume are displayed. If a
global hot spare is defined, it is also listed.

V/ Note: If you create one volume using SAS disks, another volume using SATA
disks, and a global hot spare disk, the hot spare disk will only appear when
you view the volume that has the same type of disks as the hot spare disk.

2. If two volumes are configured, press Alt+N to view the other array.

3. To manage the current array, select the Manage Array item and press Enter.

3.5.2 Synchronizing an Array

The Synchronize Array command forces the firmware to resynchronize the data on
the mirrored disks is the array. It is seldom necessary to use this command, because
the firmware automatically keeps the mirrored data synchronized during normal sys-
tem operation. When you use this command, one disk of the array is placed in the
Degraded state until the data on the mirrored disks has been resynchronized.

Follow these steps to force the synchronization of a selected array:
1. Select Synchronize Array on the Manage Array screen.
2. Press Y to start the synchronization, or N to cancel it.

3.5.3 Activating an Array

An array can become inactive if, for example, it is removed from one controller or
computer and moved to another one. The “Activate Array” option allows you to
reactivate an inactive array that has been added to a system. This option is only
available when the selected array is currently inactive.

Follow these steps to activate a selected array

1. Select Activate Array on the Manage Array screen.

2. Press Y to proceed with the activation, or press N to abandon it. After a pause,
the array will become active.

V/ Note: If there is a global hot spare disk on the controller to which you have
moved the array, the firmware checks when you activate the array to deter-
mine if the hot spare is compatible with the new array. An error message
appears if the disks in the activated array are larger than the hot spare disk or
if the disks in the activated array are not the same type as the hot spare disk
(SATA versus SAS).

3.5.4 Deleting an Array
v/ CAUTION: Before deleting an array, be sure to back up all data on the array that
you want to keep.
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Follow these steps to delete a selected array:

1. Select Delete Array on the Manage Array screen.

2. Press Y to delete the array.

After a pause, the firmware deletes the array. If there is another remaining
array and a global hot spare disk, the firmware checks the hot spare disk to
determine if it is compatible with the remaining array. If the hot spare disk is not
compatible (too small or wrong disk type) the firmware deletes it also.

V/ Note: After a volume has been deleted, it cannot be recovered. When a RAID
1 volume is deleted, the data is preserved on the primary disk. The master boot
records (MBR) of other disks in the array are deleted. For other RAID types,
the master boot records of all disks are deleted.

3.5.5 Locating a Disk Drive, or Multiple Disk Drives in a Volume

You can use the SAS BIOS CU to locate and identify a specific physical disk drive by
flashing the drive’s LED. You can also use the SAS BIOS CU to flash the LEDs of all
the disk drives in a RAID volume. There are several ways to do this:

» When you are creating an IM or IME volume, and a disk drive is set to Yes as
part of the volume, the LED on the disk drive is flashing. The LED is turned off
when you have finished creating the volume.

» You can locate individual disk drives from the SAS Topology screen. To do this,
move the cursor to the name of the disk in the Device Identifier column and
press Enter. The LED on the disk flashes until the next key is pressed.

» You can locate all the disk drives in a volume by selecting the volume on the
RAID Properties screen. The LEDs flash on all disk drives in the volume.

V/ Note: The LEDs on the disk drives will flash as described above if the firmware
is correctly configured and the drives or the disk enclosure supports disk
location.

3.5.6 Selecting a Boot Disk
You can select a boot disk in the SAS Topology screen. This disk is then moved to
scan ID 0 on the next boot, and remains at this position. This makes it easier to set
BIOS boot device options and to keep the boot device constant during device addi-
tions and removals. There can be only one boot disk.
Follow these steps to select a boot disk:
1. In the SAS BIOS CU, select an adapter from the Adapter List.
2. Select the SAS Topology option.
The current topology is displayed. If the selection of a boot device is supported,
the bottom of the screen lists the Alt+B option. This is the key for toggling the
boot device. If a device is currently configured as the boot device, the Device
Info column on the SAS Topology screen will show the word “Boot.”
3. To select a boot disk, move the cursor to the disk and press Alt+B.
4. To remove the boot designator, move the cursor down to the current boot disk
and press Alt+B. This controller will no longer have a disk designated as boot.
5. To change the boot disk, move the cursor to the new boot disk and press
Alt+B. The boot designator will move to this disk.
V/ Note: The firmware must be configured correctly in order for the Alt+B feature
to work.
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I 4. Integrated Striping Overview

This section provides an overview of the LS| Logic Integrated Striping (IS) feature.

4.1 Introduction

The LSI Logic Integrated Striping (IS) feature is useful for applications that require the
faster performance and increased storage capacity of striping. The low-cost IS
feature has many of the advantages of a more expensive RAID striping solution. A
single IS logical drive may be configured as the boot disk or as a data disk.

The IS feature is implemented with controller firmware that supports the Fusion-MPT
Interface. IS provides better performance and more capacity than individual disks,
without burdening the host CPU. The firmware splits host 1/0s over multiple disks and
presents the disks as a single logical drive. In general, striping is transparent to the
BIOS, the drivers, and the operating system.

The SAS BIOS CU is used to configure IS volumes, which can consist of two to eight
disks.

V/ Note: Integrated Mirroring and Integrated Striping volumes can be configured
on the same LSI logic SAS controller.

4.2 IS Features

Integrated Striping supports the following features:

» Support for volumes with two to eight drives

» Support for two IS volumes, with up to 10 drives total, on a controller. An IS
volume can also be combined with an IM or IME volume.

V/ Note: Currently available LS| Logic SAS controllers support a maximum of eight
drives. All drives in a volume must be connected to the same SAS controller.

» Presents a single virtual drive to the OS for each configured volume

» Support for both SAS and SATA drives, although the two types of drives
cannot be combined in one volume

» Fusion-MPT architecture

» Easy-to-use SAS BIOS configuration utility

» Error notification

» Use of metadata to store volume configuration on disks

» OS-specific event log

» Error display inside the Fusion-MPT BIOS

» SES status LED support for drives used in IS volumes
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4.3 IS Description

The IS feature writes data across multiple disks instead of onto one disk.

This is accomplished by partitioning each disk’s storage space into 64 Kbyte stripes.
These stripes are interleaved round-robin, so that the combined storage space is
composed alternately of stripes from each disk.

For example, as shown in Figure 4.1, segment 1 is written to disk 1, segment 2 is
written to disk 2, segment 3 is written to disk 3, and so on. When the system reaches
the end of the disk list, it continues writing data at the next available segment of disk
1.

Figure 4.1 Integrated Striping Example

LS| Logic
Fusion-MPT
Controller

Segment 1 Segment 2 Segment 3 Segment 4
Segment 5 Segment 6 Segment 7 Segment 8
Segment 9 Segment 10 Segment 11 Segment 12

Figure 4.2 shows a logical view and a physical view of Integrated Striping configuration.

Figure 4.2 Integrated Striping - Logical and Physical Views
Logical View Physical View
j
The primary advantage of IS is speed, because it transfers data to or from multiple
disks at once. However, there is no data redundancy; therefore, if one disk fails, that
data is lost.
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4.4 Integrated Striping Firmware
This section describes features of the LS| Logic Integrated Striping (IS) firmware.

4.4.1 Host Interface
The IS host interface uses the Message Passing Interface, as described in the
Fusion-MPT Message Passing Interface Specification, including Integrated
Striping. Through the Fusion-MPT interface, the host operating system has
access to the logical IS drive as well as the physical disks.

4.4.2 Metadata Support
The firmware supports metadata, which describes the IS logical drive configu-
ration stored on each member disk. When the firmware is initialized, each
member disk is queried to read the stored metadata to verify the configuration.
The usable disk space for each IS member disk is adjusted down to leave room
for this data.

4.4.3 SMART Support
The IS firmware enables Mode 6 SMART on the IS member disks. Mode 6
SMART requires each physical disk to be polled at regular intervals. If a SMART
ASC/ASCQ code is detected on a physical IS disk, the firmware processes the
SMART data, and the last received SMART ASC/ASCQ is stored in non-volatile
memory. The IS volume does not support SMART directly, since it is just a logical
representation of the physical disks in the volume.

4.4.4 Disk Write Caching
Disk write caching is disabled by default on all IS volumes.

4.5 Fusion-MPT Support

The BIOS uses the LSI Logic Fusion-MPT interface to communicate to the SAS con-
troller and firmware to enable Integrated Striping. This includes reading the Fusion-
MPT configuration to gain access to the parameters that are used to define behavior
between the SAS controller and the devices connected to it. The Fusion-MPT drivers
for all supported operating systems implement the Fusion-MPT interface to communi-
cate with the controller and firmware.
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I 5. Creating Integrated Striping Volumes

This section describes how to create Integrated Striping (IS) volumes using the LSI
Logic SAS BIOS Configuration Utility (SAS BIOS CU).

5.1 1S Configuration Overview

You can use the SAS BIOS CU to create multiple IS volumes, with up to 10 drives total
on an LS| Logic SAS controller. Each volume can have from 2 to 8 drives. Disks in an
IS volume must be connected to the same LS| Logic SAS controller, and the controller
must be in the BIOS boot order.

Although you can use disks of different size in IS volumes, the smallest disk deter-
mines the “logical” size of each disk in the volume. In other words, the excess space
of the larger member disk is not used. Usable disk space for each disk in an IS volume
is adjusted down to leave room for metadata. Usable disk space may be further
reduced to maximize the ability to interchange disks in the same size classification.
The supported stripe size is 64 Kbytes.

Refer to Section 4.2, “IS Features,” for more information about Integrated Striping
volumes.

5.2 Creating IS Volumes

The SAS BIOS CU is part of the Fusion-MPT BIOS. When the BIOS loads during boot
and you see the message about the Setup Utility, press Ctrl-C to start it. After you do
this, the message changes to:

Please wait, invoking SAS Configuration Utility...

After a brief pause, the main menu of the SAS BIOS CU appears. On some systems,
however, the following message appears next:

LSI Logic Configuration Utility will load following initialization!

In this case, the SAS BIOS CU will load after the system has completed its power-on
self test.

Follow the steps below to configure an Integrated Striping (IS) volume with the SAS
BIOS CU. The procedure assumes that the required controller(s) and disks are al-
ready installed in the computer system. You can configure both IM and IS volumes on
the same SAS controller.

1. On the Adapter List screen of the SAS BIOS CU, use the arrow keys to select
a SAS adapter.
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2. Press Enter to go to the Adapter Properties screen, shown in Figure 5.1.

Figure 5.1 Adapter Properties Screen

LSTI Logic MPT Setup Utility v6.01.03.00
Adapter Properties -- SAS1068

Adapter SAS1068

PCI Slot 03

PCI Address (Bus/Dev/Func) 03:00:00

MPT Firmware Revision 00.03.23.00-IT

SAS Address 500605B0:0000C580
Status Enabled

Boot Order 1

Boot Support [Enabled BIOS & OS]

RAID Properties
SAS Topology

Advanced Adapter Properties

Esc = Exit Menu F1/Shift+1 = Help
Enter = Select Item -/+ = Change Item

3. On the Adapter Properties screen, use the arrow keys to select RAID Proper-
ties on the screen and press Enter.

4. When you are prompted to select a volume type, select Create IS Volume.
The Create New Array screen shows a list of disks that can be added to a
volume.

5. Move the cursor to the “RAID Disk” column. To add a disk to the volume, change
the “No” to “Yes” by pressing the + key, . key, or space bar. As disks are
added, the Array Size field changes to reflect the size of the new volume.

There are several limitations when creating an IS (RAID 0) volume:

— All disks must be either SATA (with extended command set support) or SAS
(with SMART support).

— Disks must have 512-byte blocks and must not have removable media.

— There must be at least 2 and no more than 8 drives in a valid IS volume. Hot
spare drives are not allowed.
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Figure 5.2 shows an IS volume configured with two drives.

Figure 5.2 Create New Array Screen

LSTI Logic MPT Setup Utility v6.01.03.00
Create New Array -- SAS1068

Array Type: Is
Array Size (MB) 70032
Slot Device Identifier RAID Hot Drive Pred Size
Num Disk Spr Status Fail (MB)
1 MAXTOR ATLAS15K2 36SAS BG34 [Yes] [No] Ok - 35074
2 MAXTOR ATLAS15K2 36SAS BG34 [Yes] [No] Ok - 35074
8 MAXTOR ATLAS15K2 36SAS BG34 [No] [No] Ok - 35074
11 MAXTOR ATLAS15K2 36SAS BG34 [No] [No] Ok - 35074
Esc = Exit Menu F1/Shift+1 = Help
Space/+/- = Select disk for array or hot spare C = Create array

6. When the volume has been fully configured, press C and then select Save
changes then exit this menu to commit the changes. The configuration
utility will pause while the array is being created.

V/ Note: Integrated Striping does not provide any data protection in the event of
disk failure. It is primarily used to increase speed.

5.3 Creating a Second IS Volume

The LS| Logic SAS controllers allow you to configure two IS volumes, or an IS volume
and an IM or IME volume. If one volume is already configured, and if there are
available disk drives, there are two ways to add a second volume.

The first is as follows:
1. In the configuration utility, select an adapter from the Adapter List. Select the
RAID Properties option. This will display the current volume.
2. Press C to create a new volume.
3. Continue with step 4 of Section 5.2, “Creating IS Volumes,” to create a second
IS volume.

The other way in which to add a second volume is as follows:
1. On the Adapter List screen, use the arrow keys to select an LS| Logic SAS
adapter.

2. Press Enter to go to the Adapter Properties screen, shown in Figure 5.1.
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3. On the Adapter Properties screen, use the arrow keys to select RAID Proper-
ties and press Enter.

4. Continue with step 4 of the IS creation procedure in the previous section to
create a second volume.

5.4 Other Configuration Tasks
This section explains how to do other tasks related to configuring and maintaining IS
volumes.

5.4.1 Viewing IS Volume Properties
Follow these steps to view the properties of IS volumes:
1. In the configuration utility, select an adapter from the Adapter List. Select the
RAID Properties option. The properties of the current volume are displayed.
2. If more than one volume is configured, press Alt+N to view the next array.
3. To manage the current array, press Enter when the Manage Array item is
selected.

5.4.2 Activating an Array

An array can become inactive if, for example, it is removed from one controller or
computer and moved to another one. The “Activate Array” option allows you to
reactivate an inactive array that has been added to a system. This option is only
available when the selected array is currently inactive.

Follow these steps to activate a selected array.
1. Select Activate Array on the Manage Array screen.
2. Press Y to proceed with the activation, or press N to abandon it. After a pause,
the array will become active.

5.4.3 Deleting an Array
v/ CAUTION: Before deleting an array, be sure to back up all data on the array that
you want to keep.

Follow these steps to delete a selected array:
1. Select Delete Array on the Manage Array screen.
2. Press Y to delete the array, or press N to abandon the deletion. After a pause,
the firmware deletes the array.
V/ Note: Once a volume has been deleted, it cannot be recovered. The master
boot records of all disks are deleted.

5.4.4 Locating a Disk Drive, or Multiple Disk Drives in a Volume

You can use the SAS BIOS CU to locate and identify a specific physical disk drive by
flashing the drive’s LED. You can also use the SAS BIOS CU to flash the LEDs of all
the disk drives in a RAID volume. There are several ways to do this:

» When you are creating an IS volume, and a disk drive is set to Yes as part of the
volume, the LED on the disk drive is flashing. The LED is turned off when you
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have finished creating the volume.

» You can locate individual disk drives from the SAS Topology screen. To do this,

move the cursor to the name of the disk in the Device Identifier column and
press Enter. The LED on the disk flashes until the next key is pressed.

» You can locate all the disk drives in a volume by selecting the volume on the

RAID Properties screen. The LEDs flash on all disk drives in the volume.

\V/ Note: The LEDs on the disk drives will flash as described above if the firmware

is correctly configured and the drives or the disk enclosure supports disk
location.

5.4.5 Selecting a Boot Disk

You can select a boot disk in the SAS Topology screen. This disk is then moved to
scan ID 0 on the next boot, and remains at this position. This makes it easier to set
BIOS boot device options and to keep the boot device constant during device addi-
tions and removals. There can be only one boot disk.

Follow these steps to select a boot disk:

1.
2.

In the SAS BIOS CU, select an adapter from the Adapter List.

Select the SAS Topology option.

The current topology is displayed. If the selection of a boot device is supported,
the bottom of the screen lists the Alt+B option. This is the key for toggling the
boot device. If a device is currently configured as the boot device, the Device
Info column on the SAS Topology screen will show the word “Boot.”

. To select a boot disk, move the cursor to the disk and press Alt+B.
. To remove the boot designator, move the cursor down to the current boot disk

and press Alt+B. This controller will no longer have a disk designated as boot.

. To change the boot disk, move the cursor to the new boot disk and press

Alt+B. The boot designator will move to this disk.

V/ Note: The firmware must be configured correctly in order for the Alt+B feature

to work.
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